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Amplitude truncation of Gaussian V f a noises: Results and problems
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An interesting property of Gaussian I l f  noise was found experimentally a few years ago: The 
amplitude truncation does not change the power spectral density of the noise under rather general 
conditions. Here we present a brief theoretical derivation of this invariant property of band-limited 
Gaussian I l f  noise and include 1 / / “ noises also with 0 « o ,<2. It is shown that when o ^ l ,  a 
transformation of keeping only the sign of the zero-mean 1 / / “ noise does not alter the shape of the 
spectral density. The theoretical results are extended to truncation levels differing significantly from 
the mean value. Numerical simulation results are also presented to draw attention to unsolved 
problems of amplitude truncation using asymmetric levels. © 2001 American Institute of  Physics.
[DOI: 10.1063/1.1378792]

Noise whereby the amplitude falls in inverse proportion 
to the frequency, “1If  noise,” is very common in several 
natural and even artificial systems. Although 1If noise 
was discovered several decades ago, one of the most chal­
lenging problems in noise research is to understand the 
generality and special features of 1If noise and to intro­
duce new models and tools to treat this kind of fluctua­
tion. This implies the need of extensive research into the 
properties of this noise as well, and new results in this 
field can help to understand it better. A strange invariant 
property of 1If was found experimentally a few years 
ago: The power spectral density remains 1If  if the ampli­
tude of the noise is truncated using two levels under 
rather general conditions. This kind of nonlinear trans­
form can occur easily in overdriven measurements, satu­
rating physical systems, and quantities with limited 
range. Moreover, invariances are usually very important 
features of physical phenomena and may help to answer 
several open questions about 1If noise as well. In this 
paper we will show a theoretical explanation of this in­
variant property of band-limited Gaussian 1If  noise and 
include the treatment of 1//“ (0=£a,<2) noises as well. 
Our theoretical results are verified by numerical simula­
tions. We would like to draw attention to open problems 
of the amplitude truncation for some special cases unex­
plained by the theory. Some concluding remarks are pre­
sented about possible connection between this invariant 
property and the generality of V f  noise.

I. INTRODUCTION

Several natural systems exhibit I l f  noise. Suprisingly, 
these systems are rather different. Just to name a few ex-
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amples, I l f  noise can be found in semiconductors,1-3 
superconductors,4 lasers,5’6 astrophysical systems,7 but it has 
also been reported that I l f  noise is present in biological 
systems,8 traffic flow,9 and even classical music.10 Although 
I l f  noise was discovered several decades ago, the general 
occurrence of this phenomenon has not been explained yet, 
and many problems associated with the models and proper­
ties of I l f  noise remain unsolved. Research into the proper­
ties of this fluctuation may considerably contribute to the 
knowledge of this particular noise and can help to understand 
why it is so commonly observed.

An interesting property of Gaussian I l f  noise was found 
experimentally a few years ago as a result of investigations 
of I l f  noise driven stochastic resonance in a Schmitt- 
trigger:11 The power spectral density (PSD) remains the same 
if the amplitude is truncated at certain levels under rather 
general conditions. This result can be considered as a signifi­
cant contribution to the knowledge about I l f  noise, and 
shows that important properties of this kind of fluctuations 
can be found in spite of the fact that I l f  noise was discov­
ered several decades ago. Since amplitude saturation can oc­
cur easily in real systems, this invariance may help to under­
stand why I l f  noise is observed in such a wide range of 
physical, biological and other processes and can help to de­
velop new models to understand the behavior of many sys­
tems better.

The above mentioned result was extended to 1 / / “ noises 
with 0« q'« 2 by experimental investigations and numerical 
simulations, but these results remained theoretically 
unexplained.12 Here we briefly present our theoretical 
derivation13 of the above-mentioned invariant property for 
certain cases. In addition, we extended the results to other 
conditions with the help of numerical simulations. Finally we 
draw attention to some unsolved problems associated with 
the amplitude truncation of 1 / / “ noises.
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X (t)

Ry(t) = l X P ( y (0 ) y ( t )  = l )  + ( - l ) X P ( y ( 0 ) y ( t )  = - l )

= P ( x (0 ) x ( t ) >0 ) —P(x(0)x( t )<0)

= 2 X P ( x ( 0 ) x ( t ) > 0 ) - l ,  (3)

where P( ■ ) is the probability that the condition of the argu­
ment is satisfied.

If we assume a stationary Gaussian process, the prob­
ability P(x(0)x( t )>0)  is obtained from the following joint 
probability:

y (t)

FIG. 1. An illustration of the amplitude truncation of a Gaussian 1 I f  noise. 
The upper signal x(t)  truncated at levels x^n  and vmax gives the output 
signal y{t).

P{x{t l ),x{t2) )=P{x{0) , x{t l - t 2))

1
= —  exp[ —(x — 2 cxy + y 2)/B]

=f (x , y ) , (4)

II. AMPLITUDE TRUNCATION OF GAUSSIAN 1/f“ 
NOISES

The amplitude truncation applied to Gaussian 1 //“ noise 
is defined in the following way:

•̂ min î if x(i)=Sxmin

•̂ max î if x(i)3=Xmax (1)
x(t), otherwise .

where x = x (0 ), y = x ( t 1 — t2), c = R x( t l — t2), A 0 
= 27rRx(0)(\  —c2) m , B = 2R x(Q)(\ — c2), Rx(t) is the cor­
relation function of x(i). From Eq. (4), the probability that 
x ( t 1)x(t2) > 0 is given as

P( xy >  0) dx dyf{x,y)  + dx dy f ( x ,y )

1 1
= - + — arcsin[Æx(i)].

L  17
(5)

Here x(i) is the time-dependent amplitude of the noise, y(t)  
is the amplitude of the truncated noise, xmill and xmax are the 
truncation levels. Figure 1 illustrates this transformation on a 
typical sample of 1// noise. The magnitude of the spectrum 
is reduced by the same factor as the variance, which can be 
calculated easily from the probability density of the trun­
cated signal. However, since Eq. (1) represents a strongly 
nonlinear transfrom, the shape of the PSDs can be rather 
different. In the following we show how the PSD of the 
truncated signal can be obtained theoretically as a function of 
the exponent a  of the input signal for band-limited Gaussian 
1//“ noises.

Therefore, we obtain 

2
Ry{t) = — arcsin[7ix(i)]. (6)

7 77

The relation (6) between the correlation functions leads to 
the relation between power spectral densities (PSD) applying 
the Wiener-Khinchine theorem, because we have assumed 
stationary processes

SI((o) = 2 ( R I(t)cos((ot)dt (7)
Jo

III. THEORETICAL RESULTS

Let us consider the case, when the mean value of input 
noise is zero and the upper and lower truncation levels are 
symmetric and very close to the mean value: — xmin=xmax 
«=>0. In this case, we get an almost dichotomous output signal 
y(t) ,  which can be approximated by the following formula:

y(t)Ksgn[x(t)\
+  1,

- 1,
if x ( i)3=0 
if x ( t ) < 0. (2)

First we derive the relation between the correlation functions 
R x(t) and Ry(t) of the input and output signals, respectively. 
The correlation function of the output signal is given by

= —2
> sin(wi)
Rj{ t ) --------- dt, 7=x,v.C0 (8)

It turns out that the PSD of the form Sx(co)~l/coa is 
transformed into PSD Sy(a>) — 1 /aA

We have investigated the relation of the exponents a  and 
/3 for the following cases: 0 < a < l ,  a=  1, and \ < a < 2.

For \ < a < 2, we have chosen the correlation function

R J t )
1 - t a- 1 i=sl 
0 i > l . (9)

The corresponding PSD can be calculated using Eq. (8)
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Sx(o>) = 2 -

a —1 < sin(z)

0 z
dz

r(a )s in [7 r/2 (a — 1 )] 

sin(z)
-dz (10)

At high frequencies (w >l), the second term can be neglected 
because the integrand sinx/x2~“ becomes small for x3-co 
> 1 , so the spectrum becomes ~1 / « “. The high-frequency 
condition w > l actually means that <a>\lTx, where tx is a 
correlation time of the signal. Using Eqs. (9) and (6), we 
obtain the correlation function of the output signal as

7U(t) = - a r c s in [ l - t a ']  (i=sl)
y 7T

— 1 —2 —  ( t< 1),7T

Ry(t) = 0 ( t > \ ) .

The PSD of the transformed signal becomes

SJco) '
1

FP’
a +  1

(a>> 1 ),

(ID
(12)

in the high-frequency limit, because when &>>1, the main 
contribution to the integral (7) comes from small values of t, 
thus the approximation of (11) can be used.

In the case of 0 < a < l ,  the correlation fuction is chosen 
as

1 i=sl

RAt )  = 1
i > l .

(13)

Using Eq. (8), the corresponding PSD is obtained as 

■ sin(wi)
Sx ( ( 0 ) - - 2  j2 — a , - ( a — 1 )dt

r(a)cos(7r/2a) — (1 — a)
0 z

sin(z)
T ~ ^ d z

(14)

At low frequencies (w<U), the second term can be neglected, 
because 1<2 — a < 2  and we get Sx{<a)~\/<aa. The dimen­
sionless relation w<U actually corresponds to « < § 1 /t 2 , 
where t2 is a typical time scale of the system above which 
the correlation function decays.

The correlation function

Rx(t) =
l

Y + 7 (15)

Ry(t) =  1 ( t <  1),

2 1R J t )  = —arcsin
S 7T {l - a

2 1
_  A — a 1T Î

( t> 1

(16)
( t ^ l )

Using the approximation of Eq. (16) in (8), we obtain 

1
Sy(to)----- «, P = a  (w<^l) (17)

in the low-frequency limit.
For 1 I f  noise (««=> 1) the correlation function is approxi­

mated by the following formula:

i 1, 1

* * (0 =  1 i > l .( 1 + log t ’

Using this function the PSD is calculated as 

2 f "  sin(z)
SA<o) = CO J  01 ( 1 + logz/w )2z

dz.

(18)

(19)

Assuming w<U, 1 +log(x/w) can be replaced by log(l/w) in 
the integrand and we get

Sx(<»)~ 2-
1

77

-2 2

log”  

1

' sin(x)
dx  ( w ^ l )

wl log —

The correlation function 

1
Rx{t) = 1 + log(i + 1) ’

(20)

(21)

can also be used to get the same approximated PSD as (20). 
The PSD of the output signal is given by the formula

S v( u ) ~  2-
«  log -

2 ( W^ l ) . (22)

in the low-frequency limit.
The PSDs were calculated over the same frequency 

range for the input and output signals, and in summary, we 
have found that the exponent ¡3 of the output PSD depends 
on the exponent a  of the input PSD as follows:

(23)
if 1 < a < 2  .

also leads to the same form of PSD, because this expression 
of R x(t) may be replaced by (13) in the integral of Eq. (8) if 
&><U.

Substituting Eq. (13) into (6) gives the correlation func­
tion of the output signal

The approximations used to derive this relation were 
verified by the numerical integration of Eq. (8), into which 
the proper correlation function was substituted. Figure 2 
shows the results of the numerical integration for the cases of 
a=0.75, a=  1, and a=E25.
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FIG. 2. PSD of the input (hollow circles) and output (filled circles) signals 
obtained by numerical integration for a=0.15 (a), a=  1 (b), and a=  1.25 (c). 
The solid lines represent ideal 1 //“ and 1//^ spectra [see Eq. (23) and the 
text].

Our results have been confirmed by numerical simula­
tions also. Gaussian noises with length of 2 18 were gener­
ated, and the PSD was calculated by averaging 1000 
samples. In Fig. 3 the numerical simulation result for 1 / /

frequency

FIG. 3. PSD of Gaussian 1 I f  noise after amplitude truncation obtained by 
numerical simulation. The solid line represents perfect 1 I f  noise.

noise (a= 1) is plotted and Fig. 4 shows how the numerical 
simulation confirms Eq. (23).

IV. GENERALIZATION OF THE THEORY TO OTHER 
TRUNCATION LEVELS

The above results for very close truncation levels can be 
generalized to distant truncation levels as well. Let us as­
sume that we have a zero-mean Gaussian 1//“ noise and 
truncation levels xmill< 0 < x max. For short time intervals 
(high frequencies) the PSD of the truncated signal is mainly 
determined by the noise amplitude behavior between the lev­
els. Moreover, for time intervals much longer than the time 
required by the signal to pass between the two levels, the 
signal has a PSD similar to that obtained in the case of low 
levels. If a=£l, this means that the spectrum has the same 
dependence both for low and high frequencies, for a>  1 the 
low-frequency part has exponent (3=(a+1)/2 below a certain

FIG. 4. Exponent (5 of the PSD of the truncated signal vs the exponent a  of 
the PSD of the input signal. The solid line represents the theoretical result of 
Eq. (23), the circles are obtained by numerical simulations.



Chaos, Vol. 11, No. 3, 2001

FIG. 5. Output PSDs for 1 i f  input noise with truncation levels located at 0, 
<t, and 2cr labeled with 1,2,3, respectively. The corresponding slopes are 
-0 .98 , 0.91, and 0.8.

comer frequency, while for high frequencies ¡3= a  is ex­
pected. The comer frequency depends on the truncation lev­
els, of course. Let us assume that the truncation is symmet­
ric, i.e., xmax= —xmin=U. When the level is changed from U 
to a U, then the comer frequency changes from f c to 
a - 2/(“- i ) / c for \ < a < 2. This scaling property can be ob­
tained from the self-affine character of the signal x(t).  Note 
that this argument does not hold for cases in which the mean 
of the input noise is not located between the truncation lev­
els.

V. UNEXPLAINED BEHAVIOR AT ASYMMETRICAL 
TRUNCATION LEVELS EXCLUDING THE 
MEAN VALUE

We have carried out numerical simulations for cases 
when the mean value of the noise is not included in the 
interval defined by the upper and lower truncation levels. 
More precisely, the truncation levels are expressed as

x0 ~ e
, (24)

*max = *0+<?,

where x 0 and e are both positive, x0> 0  and e < x 0.
Equation (23) is not valid in this case, however, the out­

put PSD seems to follow a power law again with a modified 
value of (3. Figure 5 illustrates the results for 1 // input noise, 
where x0 equals cr (label 2), 2cr (label 3) together with the 
previous case (label 1). Here cr is the standard deviation of 
the simulated noise.

The theoretical result of Eq. (23) cannot be applied to 
these cases as the phenomenon is rather complex here.

VI. CONCLUSIONS AND OPEN QUESTIONS
In physical systems, measurements and data communi­

cations noise is always present, and several nonlinear trans­
formations can occur including amplitude truncation. Simple 
examples are quantities with limited amplitude range, over­
driven systems and systems with saturating transfer func­
tions, e.g., y( t )  = x ( t ) lln, where n is a large odd number.

Investigations of other nonlinear transforms of 1//“ 
noises are also very important, because it might help to un­
derstand these noises more precisely.

In this paper we have presented a theoretical explanation 
of the previously unsolved problem of the invariance of the 
PSD against the amplitude truncation for Gaussian 1//“ 
noises. Our theoretical results are extended to asymmetrical 
and distant truncation levels between which the mean value 
of the noise is located. Note here that the 1 l f m  PSD of 
diffusion noise can be obtained using amplitude truncation of 
1 I f1 noise14 in accordance with Eq. (23) even though a = 2 is 
not included in our theoretical derivation.

We have shown an open problem concerning the trunca­
tion levels both of which are above or under the mean value. 
Our numerical simulations show that the PSD of the trun­
cated signals follows a power law again, but the exponent ¡3 
of the output PSD has a theoretically unexplained depen­
dence on the exponent a  of the input PSD.

It is not yet clear, how this invariant property can help to 
understand the generality of 1 // noise. However, this result 
suggests a possible convergence from l / / 2 noise to 1 // noise 
via successive amplitude truncations.
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