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1. INTRODUCTION

In the last decade PCA and PCR became a powerful tool to assess environment qual
ity, to determine spatial and temporal trends and to discriminate between natural and 
anthropogenic pollution sources. There is no possibility to survey all of the trials here. 
Below we summarized the most characteristic investigations and those, which are in 
closest connection with our study.
2. EXPERIMENTAL CONDITIONS 
2.1 Principal Component Analysis (PCA)
The variables are ordered as columns of the input matrix, whereas the observations are 
ordered in rows. First, the correlation matrix of die variables is calculated. PCA re
duces the dimensionality of the data by revealing several underlying components. The 
underlying components are represented by new variables called principal components. 
Their values are the component scores. The principal components are, in fact, linear 
combinations of the original variables and vice versa. The linear coefficients of the 
latter linear combinations are called the component loadings, i.e. the correlation coef
ficients between the original variables and the principal components.
The principal components are uncorrelated, and they account for the total variance of 
the original variables. The first principal component accounts for the maximum of the 
total variance, the second one is uncorrelated with the first one and accounts for the 
maximum o f the residual variance, and so on until the total variance is accounted for. 
For a practical problem it is sufficient to retain only a few components accounting for 
a large percentage of the total variance.
In summary, PCA decomposes the original matrix into several products of multiplica
tion by loading (variables) and score (observations) vectors.
PCA shows which kind of variables and observations are similar in nature.
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2.2 Data sources:
a. ) PCA has been used for data collected on the Hungarian section o f river Sajó (160 
km) in five sampling places: (SP 1) -(SP 5) between 1986-1993. The latter place is the 
meeting point with river Tisza.
The following variables were measured: water flow (output) (WATER), amount of the 
total suspended particles (TSP), chemical oxygen demand (COD), amount of the ni
trate anion (NITRATE) and the amount of phosphate anion (PHOSPH). The first two 
variables are considered as natural, the third and fourth as anthropogenic ones. Phos
phate amount can be classified into both.
Data were measured by the Northem-Hungary Environmental Agency, depending on 
sampling places (environmental load) either on a weekly or a fortnightly basis be
tween years 1986-1993.
The total number of measuring cases_at the five sampling places during four seasons is 
1460 (resulting in 7300 data).
b. ) The following variables were used: concentration of nitrogen monoxide (NO), 
concentration of nitrogen dioxide (NO2), concentration of sulfur dioxide (SO2), con
centration of carbon monoxide (CO), concentration of ozone (03), velocity of wind 
(WIND), direction (DIR) of wind, temperature (TEMP), moisture content in air 
(HUM), exposure of sun (SUN). The samples were arranged in die rows as taken by 
time. All of these properties were continuously measured by a monitoring station. The 
monitoring station is located at the most frequented square of Miskolc, where two 
main roads with heavy traffic cross. Near this cross bus and coach stations are situ
ated. One of the market places of the city works in this area. Consequently, the streets 
are very crowded and considerably polluted. The date was chosen when the weather 
was fine not only this chosen day but during some day before.
The frequency of sampling was half an hour (30 min). The sampling and analysis 
were continuous. Three cases (samples) were missing (No. 7, 43, 44) caused by sam
pling error, so we have 43 cases for calculation. In this paper we named the variables 
with the short chemical formula if  the parameter was a chemical compound. Other
wise, we used a maximum four character long sign for the meteorological parameters 
(see above).

3, DISCUSSION and CONCLUSION

a.) Classify of contamination of River Sajó

1) By means of Fig. 1-4 the effect of seasonal changes is much easier to survey for 
every component to be studied using only two principal components than average 
values, standard deviations etc. (Sampling place No. 4 is Miskolc)

2) The dominance of the output (WATER) and the Total Suspended Particles (TSP) 
can be observed at each sampling place. The 2nd group contains the nitrate-anion 
concentration and the Chemical Oxygen Demand (COD). It seems that the amount 
of phosphate has an individual effect.

3) Above Miskolc, the biggest anthropogenic source of this area, the most significant 
change can be expected from the water output (high loading values comparing to 
those of the polluting components in the PCI). At Miskolc (see Fig. 5), the outliers
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4) are probably due to the WATER output and independently from it, to the chemical 
compounds (NITRATE, PHOSPHATE and several others influencing COD). Be
low Miskolc, a distribution of score values can only be observed at the score plot 
(Fig. 6) without significant direction concerning the outliers (Sampling place No. 5 
is Kesznyeten). This way, the loading values as well as the scores can help to gain 
a quick and accurate demonstration of the state of the river in various seasons or 
sampling places without detailed studies of the several (100-1000 etc.) data points.

b.) Investigation of arising of ozone from NO* near ground

1. ) The first PC correlates with O3, S02, HUM, TEMP and SUN, die PC 2 with mon
oxides: NO and CO; the PC 3 with wind velocity and direction whereas PC4 with 
N 02.

2. ) On the loading plots (Fig. 7-8) the point for humidity is an outlier; it is separated
clearly from the other points and clusters. Two definite clusters can be observed:
(i) pollutant as CO, NO and (ii) S02 and sun exposure.

3. ) Examining the loadings from the third direction show four clusters (Fig. 9). The
closest resemblance can be observed between moisture content and temperature 
(cf. Figure 7: their points were the farthest in Figure 7.) The two factors exert re
verse effect. The other clusters have already been observed in Figures 7 and 8. The 
presence of N 02 in any cluster is arbitrary (apparent) only. It is well separated 
from the other factors in the fourth dimension.

4. ) There is a strong difference between the daily and night temperature as well as
between sun exposure during day and night. Consequently the. humidity also 
changes during the day considerably. Score plots may show whether these changes 
become apparent (Fig. 10). The first PC separates day and night clearly. Three 
definite clusters can be observed: cluster 1 is on the left side (No. 45-48 and 1-8: 
from 22h to 4h). Cluster 2 is located on the right side (No. 18-42: from 09h to 21h). 
The 3rd one contents the early morning data (No. 9-17). Consequently, the PCA 
automatically separate data, which represent the chemical conditions for the aris
ing of ozone by N 02 + 0 2 = NO + 0 3 reaction (cluster 2).

5. ) Predictive models was built using MLR and PCR. The MLR results are summa
rized below:

0 3 = 92.53 -0.2396*NO -0.7361*HUM -0.4836*N02 -0.02250*DIR 
R= 0.98894; F(4,20)=222.30; p<.00000; S= 1.83 

Slightly better model can be derived using PCR:
0 3 = 39.60 -8.638*F1 -0.7339*F2 -3.439*F3 -6.069*F4 

R = .99024; F(4,20)=252.44; p<.00000; S = 1.72
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