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1. INTRODUCTION

In the last decade PCA and PCR became a powerful tool to assess environment qual-
ity, to determine spatial and temporal trends and to discriminate between natural and
anthropogenic pollution sources. There is no possibility to survey all of the trials here.
Below we summarized the most characteristic investigations and those, which are in
closest connection with our study.

2. EXPERTMENTAL CONDITIONS

2.1 Principal Component Analysis (PCA)

The variables are ordered as columns of the input matrix, whereas the observations are
ordered in rows. First, the correlation matrix of the variables is calculated. PCA re-
duces the dimensionality of the data by revealing several underlying components. The
underlying components are represented by new variables called principal components.
Their values are the component scores. The principal components are, in fact, linear
combinations of the original variables and vice versa. The linear coefficients of the
latter linear combinations are called the component loadings, i.e. the correlation coef-
ficients between the original variables and the principal components.

The principal components are uncorrelated, and they account for the total variance of
the original variables. The first principal component accounts for the maximum of the
total variance, the second one is uncorrelated with the first one and accounts for the
maximum of the residual variance, and so on until the total variance is accounted for.
For a practical problem it is sufficient to retain only a few components accounting for
a large percentage of the total variance.

In summary, PCA decomposes the original matrix into several products of multiplica-
tion by loading (variables) and score (observations) vectors.

PCA shows which kind of variables and observations are similar in nature.
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