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Abstract

Bernstein and Markov-type inequalities are discussed for the deriva-
tives of trigonometric and algebraic polynomials on general subsets of the
real axis and of the unit circle. It has recently been proven by A. Lukashov
that the sharp Bernstein factor for trigonometric polynomials is the equi-
librium density of the image of the set on the unit circle under the mapping
t → eit. In this paper Lukashov’s theorem is extended to entire functions
of exponential type using a result of Achieser and Levin. The asymp-
totically sharp Markov factors for trigonometric polynomials on several
intervals is also found via the so called T -sets of F. Peherstorfer and R.
Steinbauer. This sharp Markov factor is again intimately connected with
the equilibrium measure of the aforementioned image set.

1 Introduction

About one hundred years ago in 1912 S. N. Bernstein [7], [8] proved his famous
inequality: if Tn is a trigonometric polynomial of degree at most n, then

∥T ′
n∥ ≤ n∥Tn∥, (1.1)

where ∥·∥ denotes the supremum norm. Actually, Bernstein had 2n instead of n,
but a very simple argument (which is attributed to Landau in [8, p. 527]) based
on his result gives also n ((1.1) was first published by M. Riesz [29] in 1914).
This inequality of Bernstein gave rise to converse results in approximation, and
it has been applied in thousands of situations. Half a century later, in 1960,
V. S. Videnskii [35] proved the analogue of (1.1) on intervals less than a whole
period: if β ∈ (0, π), then for θ ∈ (−β, β) we have

|T ′
n(θ)| ≤ n

cos θ/2√
sin2 β/2− sin2 θ/2

∥Tn∥[−β,β], (1.2)
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and this is sharp. It turns out that the factor on the right of (1.2) is essentially
the equilibrium density of the arc Γβ := {eit − β ≤ t ≤ β}, namely if ωΓβ

(eit)
denotes the density of the equilibrium measure of the arc Γβ with respect to arc
measure on the unit circle, then (see [33])

ωΓβ
(eit) =

1

2π

cos t/2√
sin2 β/2− sin2 t/2

. (1.3)

The extension of Videnskii’s inequality to general sets was done by A. Lukashov
[19] in 2004, see Theorem A below. He showed that the corresponding Bernstein
factor is the same as 2π-times the equilibrium density of the set on the unit circle
that corresponds to E under the mapping t→ eit.

In this paper we discuss some consequences of this result and an extension to
entire functions of exponential type. Sharp Bernstein-type inequalities for alge-
braic polynomials on closed subsets of the unit circle is deduced. We shall also
consider the analogous Markov-type problem that arises around the endpoints
of subintervals of E.

We shall use tools from function theory and from potential theory that can
be found e.g. in the books [4], [13], [18], [28], [30] or [34]. In particular, we shall
need the concept of equilibrium measure µE of a compact set E (of positive
logarithmic capacity). If E lies on the unit circle, then on the one-dimensional
interior (interior relative to the unit circle) the equilibrium measure µE is ab-
solutely continuous with respect to the arc measure on the circle, and we shall
denote its density by ωE , i.e. ωE(e

it)dt = dµE(e
it). Likewise, if E lies on the

real line then, in the one dimensional interior of E, ωE denotes the density of
the equilibrium measure µE with respect to the Lebesgue-measure on R. In
both cases ωE is an infinitely many times differentiable function on the interior
of E.

The paper is organized as follows. In the next section we discuss the general
Bernstein-Videnskii inequality of Lukashov and prove an extension of it to entire
functions of exponential type using the Levin conformal maps and a theorem
of Achiezer and Levin. Section 3 discusses basic properties of special sets that
arise as inverse images of [−1, 1] under some special trigonometric polynomials.
These sets have nice properties (e.g. every subinterval has rational harmonic
measure) and they can approximate any set on [0, 2π] consisting of finitely many
intervals. These special sets will be fundamental in Section 4 in proving the
exact Markov-type inequalities for trigonometric polynomials on sets consisting
of finitely many intervals (on [0, 2π]). To illustrate the power of the method, we
give a new and rather elementary proof of Lukashov’s theorem in an Appendix
(Lukashov’s original proof used automorphic forms and Schottky groups, but
since then there has been a different approach by Dubinin and Kalmykov [11],
[12], [15]).
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2 Bernstein-type inequalities

Let C1 be the unit circle. For a 2π-periodic set E ⊂ R let

ΓE = {eit t ∈ E}

be the set that corresponds to E when we identify (−π, π] with C1. Let us agree
that when we integrate over E, then we just integrate over (0, 2π] ∩ E.

The following far-reaching extension of Videnskii’s inequality is a special
case of a result of A. Lukashov [19]. In it Int(E) denotes the one-dimensional
interior of E.

Theorem A Let E ⊂ R be a 2π-periodic closed set. If θ ∈ Int(E) is an
inner point of E, then for any trigonometric polynomial Tn of degree at most
n = 1, 2, . . . we have

|T ′
n(θ)| ≤ n2πωΓE (e

iθ)∥Tn∥E , (2.1)

where ωΓE
denotes the density of the equilibrium measure of ΓE with respect to

the arc measure on the unit circle.

[19] contains this estimate as a special case for real trigonometric polyno-
mials on finitely many intervals. The extension to general sets (rather than to
E ∩ [0, 2π] consisting of finitely many intervals) is immediate by simple approx-
imation, and the extension to complex trigonometric polynomials follows by a
standard trick: if Tn is an arbitrary trigonometric polynomial, then for fixed θ
there is a complex number τ of modulus 1 such that τT ′

n(θ) = |T ′
n(θ)|. Apply

(2.1) to the real trigonometric polynomial T ∗
n = ℜ(τTn) rather than to Tn to

get

|T ′
n(θ)| = τT ′

n(θ) = (T ∗
n)

′(θ) ≤ n2πωΓE
(eiθ)∥T ∗

n∥E ≤ n2πωΓE
(eiθ)∥Tn∥E .

For different proofs of Theorem A see the papers [11], [12]), [15] by V. N.
Dubinin and S. I. Kalmykov.

As an example, consider E = [−β,−α] ∪ [α, β] with some 0 ≤ α < β ≤ π.
In this case (see [33, (4.5)])

ωΓE (e
iθ) =

1

2π

| sin θ|√
| cos θ − cosα|| cos θ − cosβ|

, (2.2)

so we get from Theorem A the sharp inequality

|T ′
n(θ)| ≤ n

| sin θ|√
| cos θ − cosα|| cos θ − cosβ|

∥Tn∥[−β,−α]∪[α,β]. (2.3)

If α = 0, then

| sin θ|√
| cos θ − 1|| cos θ − cosβ|

=
cos θ/2√

sin2 β/2− sin2 θ/2
,

and then (2.3) changes into Videnskii’s inequality (1.2).
Generalizing Theorem A we are going to prove in this section
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Theorem 2.1 Let E ⊂ R be a 2π-periodic closed set. If θ ∈ E is an inner
point of E, then for any exponential function f of type σ we have

|f ′(θ)| ≤ σ2πωΓE
(eiθ)∥f∥E . (2.4)

It is not difficult to prove using the results of [19] and the density theorem
(Lemma 3.4) below that (2.1) is sharp:

Theorem B If E ⊂ R is as before, and θ ∈ E is an inner point of E, then
there are trigonometric polynomials Tn ̸≡ 0 of degree at most n = 1, 2, . . . such
that

|T ′
n(θ)| ≥ (1− o(1))n2πωΓE

(eiθ)∥Tn∥E . (2.5)

This sharpness also follows from Theorem 2 of [22].
By the simple x = cos t substitution we obtain the following sharp Bernstein-

type inequality for algebraic polynomials on arbitrary compact subset of the real
line. In its formulation, for a compact set K ⊂ R of positive capacity, let ωK

be the density of the equilibrium measure of K with respect to linear Lebesgue
measure on R. Let K ⊂ R be compact and x an inner point of K. Then for
algebraic polynomials Pn of degree at most n = 1, 2, . . . we have

|P ′
n(x)| ≤ nπωK(x)∥Pn∥K , x ∈ K, (2.6)

and this is sharp in the sense of Theorem B. This estimate was proved in [5]
and [31] by different methods, see also [20].

The estimates (2.1)–(2.5) completely answer the problem of pointwise es-
timates of the derivative of trigonometric polynomials on closed sets (cf. also
[22]). Indeed, let E be a closed set as before, and for δ > 0 let Eδ be the set
of points that are of distance ≤ δ from E. Unless E is the whole real line, for
sufficiently small δ the sets Eδ are strictly decreasing as δ is decreasing, hence
the same is true of the sets ΓEδ

. This implies that for small δ′ < δ we have

ωΓE
δ′
(eiθ) > ωΓEδ

(eiθ) (2.7)

for eiθ ∈ ΓEδ′ . Indeed, µΓE
δ′

is the balayage of µΓEδ
onto ΓEδ′ (see [30, Theorem

IV.1.6,(e)]), hence on ΓEδ′ the measure µΓE
δ′

is strictly bigger than µΓEδ
. Now

(2.7) implies that
ω̃E(θ) = lim

δ→0
ωΓEδ

(eiθ) (2.8)

exists at every point of E (it could be infinite). Since each ωΓEδ
have integral 1

over the unit circle, it follows from Fatou’s lemma that∫
E

ω̃E ≤ 1. (2.9)

2πω̃E is precisely the quantity

sup
Tn

|T ′
n(θ)|

n∥Tn∥E
as is shown by
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Corollary 2.2 Let E ⊂ R be a 2π-periodic closed set. If θ ∈ E, then for any
trigonometric polynomial Tn of degree at most n = 1, 2, . . . we have

|T ′
n(θ)| ≤ n2πω̃E(θ)∥Tn∥E . (2.10)

Conversely, if γ < ω̃E(θ), then there are trigonometric polynomials Tn ̸≡ 0 of
arbitrarily large degree n such that

|T ′
n(θ)| ≥ n2πγ∥Tn∥E . (2.11)

This corollary along with (2.9) makes a theorem of Privaloff from 1916 more
precise: Privaloff [27] proved that if E ⊂ [0, 2π] is of positive Lebesgue measure
m(E), then for every ε > 0 there is a constant B(ε) < ∞ and a subset E′ ⊂ E
of measure ≥ m(E) − ε with the property that for trigonometric polynomials
Tn of degree at most n = 1, 2, . . . we have

|T ′
n(θ)| ≤ nB(ε)∥Tn∥E , θ ∈ E′. (2.12)

It is clear that (2.12) along with (2.9) is a much more precise result, e.g. it gives
that in Privaloff’s theorem one can put B(ε) = 2π/ε.

In a similar manner, one can derive from (2.6) and its sharpness the following

Corollary 2.3 Let K ⊂ R be a compact subset of R and define for x ∈ K

ω̂K(x) = lim
δ→0

ωKδ
(x).

If x ∈ K, then for any algebraic polynomial Pn of degree at most n = 1, 2, . . .
we have

|P ′
n(x)| ≤ nπω̂K(x)∥Pn∥K . (2.13)

Conversely, if γ < ω̂K(x), then there are algebraic polynomials Pn ̸≡ 0 of
arbitrarily large degree n such that

|P ′
n(x)| ≥ nπγ∥Pn∥K . (2.14)

In the rest of this section we are going to prove Theorem 2.1 and Corollary
2.2. The proof of Corollary 2.3 follows the reasoning of Corollary 2.2, but using
(2.6) and its sharpness instead of Theorem A.

Proof of Corollary 2.2. If θ ∈ E, then θ lies in the interior of every Eδ,
δ > 0, so Theorem A gives

|T ′
n(θ)| ≤ n2πωΓEδ

(eiθ)∥Tn∥Eδ
≤ n2πω̃E(θ)∥Tn∥Eδ

.

Now if we make here δ → 0, then we obtain (2.10).
Conversely, if γ < ω̃E(θ), then there is a δ > 0 such that

ωΓEδ
(eiθ) > γ,
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and we can apply Theorem B to conclude that there are trigonometric polyno-
mials Tn of arbitrarily large degree n such that

|T ′
n(θ)| ≥ n2πγ∥Tn∥Eδ

,

which is stronger than (2.11).

Proof of Theorem 2.1. We deduce the theorem from a result of N. I. Achieser
and B. Ya. Levin [1], [2].

First of all, we may assume that ΓE consists of finitely many arcs on the
unit circle. Indeed, suppose (2.4) has been verified for such sets, and for an
arbitrary E and for δ > 0 let Eδ be the set of points lying of distance ≤ δ from
E. Then Eδ ∩ [0, 2π] consists of finitely many intervals, and, as δ → 0, we have
ωΓEδ

(eiθ) → ωΓE
(eiθ) at any point θ in the interior of E (see for example [6,

Lemma 3.2], apply it with ρn = δ∞—the Dirac delta at the point infinity—,
and use that the balayage of δ∞ onto E is the equilibrium measure µE). Now
if we apply (2.4) to this set Eδ and make δ → 0, we obtain (2.4).

We start with the function

β(ζ) = ζ(cap(ΓE))
2 exp

(
−2

∫
log(1− tζ)dµΓE

(t)

)
(2.15)

(recall that µΓE
is the equilibrium measure of ΓE). By [26, Proposition 9.15] this

maps the unit disk ∆ conformally onto a domain ∆∗ that is obtained from the
unit disk by finitely many radial cuts of the form {reiτ rτ ≤ r ≤ 1}. Actually,
the number of cuts equals the number m of arcs complementary to ΓE (which
is the same as the number of arcs in ΓE). Furthermore, β is continuous on the
closed unit disk, it maps ΓE onto the unit circle C1, and the complementary
arcs to ΓE are mapped into the radial cuts. Therefore,

α(ζ) =
1

β(1/ζ)

is a conformal map from the exterior of the unit circle onto a domain which
is obtained from the exterior domain C \ ∆ by the finitely many radial cuts
{reiτ 1 ≤ r ≤ 1/rτ} (see [3, Sec. 4]). Hence, the function

φ(z) = i logα(e−iz), (2.16)

where log is any branch of the logarithm, maps the upper half plane H+ con-
formally onto a domain H∗

+ which is obtained from H+ by vertical cuts of the
form {a+ iy 0 ≤ y ≤ ya}. On every interval (A,A+ 2π] there are m such a’s,
φ satisfies the property φ(z+2π) = φ(z)+2π, φ maps E onto the real line and
it maps the intervals complementary to E into the cuts. Since β(z) ∼ const · z
as z → 0, it also follows that

φ(z) ∼ z + const as ℑz → ∞. (2.17)

6



The domain H∗
+ is called Achieser’s comb domain, and the mapping φ is

called the Levin conformal map (with the proper normalization (2.17)), see [2]–
[1], [3]. It is standard that φ can be extended to a continuous function on the
closure H+, and this extension is actually C∞ on every open subinterval of
E. The continuous extension of φ is just Caratheodory’s theorem, and the C∞

property can be seen as follows. Let I be a closed subinterval of the interior of
E, and J ⊂ I a closed subinterval of the interior of I. Attach a domain G ⊂ H+

to I in such a way that I lies on the boundary of G, and the boundary of G is a
C∞ Jordan curve. Let ψ be a conformal map from the unit disk onto G and let
I ′, J ′ be the arcs of the unit circle that correspond to I, J , respectively under
the map ψ. The function ℑφ(ψ) is a positive harmonic function on ∆ which is
continuous on ∆ and which vanishes on I ′. Hence, by Poisson’s formula, it is a
C∞ function on any closed subarc of the interior of I ′, therefore so is its analytic
conjugate. As a consequence, φ(ψ) is a C∞ function on J ′, and since ψ is C∞,
invertible function on C1 with non-zero derivative by the Kellogg-Warschawskii
theorem (see [26, Theorems 3.5, 3.6]) , the C∞ property of φ on J follows.

Consider now that mapping

Φ(z) = e−iφ(z) = α(e−iz).

It was proved by Achieser and Levin [2, Theorem 3], [1, Theorem 2, Sec. 6] that
if f is an entire function of exponential type σ such that |f(x)| ≤ 1 for x ∈ E,
then

|f ′(x)| ≤ σ|Φ′(x)|, x ∈ Int(E). (2.18)

Next, we calculate the derivative on the right-hand side of (2.18).
It is clear that for x ∈ Int(E) we have

|Φ′(x)| = |α′(e−ix)| = |β′(eix)|, (2.19)

and here β′(eix) can be obtained by taking the limit β′(reix) as r ↗ 1. Let
ζ = reix. From the form (2.15) of β we have

β′(ζ) =
β(ζ)

ζ
+ β(ζ)

∫
ΓE

2t

1− tζ
dµΓE (t) =

β(ζ)

ζ

∫
ΓE

1 + tζ

1− tζ
dµΓE (t). (2.20)

In calculating the limit of this as r ↗ 1 we may assume x = 0(∈ Int(E)). Then
ζ = r, and∫

ΓE

1 + tζ

1− tζ
dµΓE (t) =

∫
ΓE

t+ ζ

t− ζ
dµΓE (t) =

∫
E

eiu + r

eiu − r
ωΓE (e

iu)du,

where ωΓE (e
iu) is the density of the equilibrium measure µΓE with respect to

arc measure on C1 (recall that we assumed ΓE to consist of finitely many arcs).
It is easy to see that this ωΓE (e

iu) is a C∞ function on Int(E) (indeed, the
Green’s function of C\ΓE with pole at infinity is a C∞ function on the interior
of ΓE by the argument made after (2.17), and ωΓE is obtained from the Green’s
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function by taking normal derivatives, see [23, II.(4.1)]). Now the last integral
is ∫

E

(
1− r2

1− 2r cosu+ r2
− 2i

r sinu

1− 2r cosu+ r2

)
ωΓE (e

iu)du,

and here the real part is 2π-times the Poisson integral of ωΓE (e
iu) at the point

r, so it converges to 2πωΓE
(1) as r → 1. The imaginary part equals

−2rℑ ∂

∂r

∫
E

log(r − eiu)ωΓE (e
iu)du = −2r

∂

∂r
ℑ
(∫

E

log(r − eiu)ωΓE (e
iu)du

)
with any local branch of the logarithm. Therefore, by the Cauchy-Riemann
equations, it equals

2r
∂

∂y
ℜ
(∫

E

log(r + iy − eiu)ωΓE
(eiu)du

)
y = 0

= 2
∂

∂y

(∫
E

log |reiy − eiu|ωΓE
(eiu)du

)
y = 0

.

As r → 1, this converges to

2
∂

∂y

(∫
E

log |eiy − eiu|ωΓE
(eiu)du

)
y = 0

,

which is 0, since the logarithmic potential

−
∫
E

log |eiy − eiu|ωΓE (e
iu)du

of the equilibrium measure of ΓE is constant on ΓE (and 1 ∈ Int(ΓE) because
we assumed that 0 ∈ Int(E)).

In view of the fact that |β(rζ)| tends to 1 as r → 1, ζ ∈ ΓE , the considerations
from (2.20) give that

|β′(eix)| = 2πωΓE (e
ix),

and then (2.18) and (2.19) prove Theorem 2.1.

3 T -sets

In what follows, we shall consider special 2π-periodic sets E for which E∩ [0, 2π]
consists of finitely many intervals. The case E = R is trivial, and we may
concentrate on E ̸= R, in which case we may assume 0 ̸∈ E. Then E ∩ [0, 2π] =
∪m
j=1[a2j−1, a2j ], aj ∈ (0, 2π). The special property we are referring to is that

there is a real trigonometric polynomial UN of some degree N such that UN (t)
runs through the interval [−1, 1] 2N -times as t runs through E. In other words,

E = {t UN (t) ∈ [−1, 1]} (3.1)
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for some real trigonometric polynomial UN of degree N which takes both the
1 and −1 values 2N -times (recall that a trigonometric polynomial of degree N
can take a given value at most 2N -times). Clearly, in this case |UN (aj)| = 1 for
all j.

These sets have been extensively investigated by F. Peherstorfer and R.
Steinbauer, and after them let us call a set E with property (3.1) for some UN

a T -set. T -sets also appear as a special case of the sets in [19, Theorem 2] by
A. Lukashov. It turns out that

ΓE := {eit t ∈ E}

for T -sets E are also precisely the so-called rational compacts from the beauti-
ful papers [16] and [17] by S. Khrushchev. The papers [16], [17], [24] and [25],
proved the basic properties of T -sets (and their cousins ΓE). The main em-
phasis in those papers were on orthogonal polynomials with periodic recurrence
coefficients and on quadratic irrationalities, and the discussion in [16], [17], [24]
and [25] were subject to this emphasis. The present section considers some of
the properties of T -sets that we need in the next section to establish the Markov
inequalities for trigonometric polynomials on several intervals. Not much origi-
nality is claimed here, rather we have a discussion that fits our needs. However,
to have a concise treatment independent of orthogonal polynomials, we give full
proofs.

Lemma 3.1 Let E be such that there is a real trigonometric polynomial UN of
degree N such that UN (t) runs trough the interval [−1, 1] 2N -times as t runs
through E. Then

ωΓE (e
it) =

1

2πN

|U ′
N (t)|√

1− UN (t)2
, t ∈ E. (3.2)

Cf. [16, (25)].

Proof. There is a polynomial P2N of degree 2N such that with θ = eit we
have Un(t) = θ−NP2N (θ). Then

ΓE =
{
ζ |ζ| = 1, ζ−NP2N (ζ) ∈ [−1, 1]

}
.

Let E = ∪2N
k=1Ek, where Ek’s are intervals, and UN (t) runs through [−1, 1] pre-

cisely once as t runs through Ek. For a t ∈ Int(E1) let tk ∈ Ek be the point where
UN (tk) = UN (t), i.e. where P2N (eitk) = UN (t)eiNtk . Hence, eit1 , . . . , eit2N are
the zeros of the equation

P2N (u)− UN (t)uN = 0. (3.3)

Clearly, tk = tk(t) is a differentiable and monotone function of t ∈ Int(E1).
Consider the integral∫

E

log |z − eit| |U ′
N (t)|√

1− UN (t)2
dt =

2N∑
k=1

∫
Ek

log |z − eitk | |U ′
N (tk)|√

1− UN (tk)2
dtk.
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Here the integral over Ek can be calculated with the substitution tk = tk(t),
dtk = t′k(t)dt, and it equals∫

E1

log |z − eitk(t)| |U ′
N (t)|√

1− UN (t)2
dt,

where we used that UN (tk(t)) = UN (t). Hence, the full integral equals∫
E1

(
2N∑
k=1

log |z − eitk(t)|

)
|U ′

N (t)|√
1− UN (t)2

dt.

Now if A2N is the leading coefficient of P2N , we have

logA2N +
2N∑
k=1

log |z − eitk(t)| = log |P2N (z)− UN (t)zN |,

which is the same as log |UN (x) − UN (t)| if z = eix, x ∈ R. Therefore, for
z = eix ∈ ΓE , i.e. for x ∈ E, or alternatively for UN (x) ∈ [−1, 1], we have∫

E

log |z − eit| |U ′
N (t)|√

1− UN (t)2
dt

=

∫
E1

log |UN (x)− UN (t)| |U ′
N (t)|√

1− UN (t)2
dt+ const

=

∫ 1

−1

log |UN (x)− u| 1√
1− u2

du = −π log 2 + const.

What we have proven is that the logarithmic potential of the measure

dν(t) =
1

2πN

|U ′
N (t)|√

1− UN (t)2
dt, t ∈ E, (3.4)

is constant on ΓE . The same calculation that we have just made shows that ν
has total mass 1 on E, hence ν is the equilibrium measure of the set ΓE (see
e.g. [30, Theorem I.3.3]).

Lemma 3.2 Let E,UN as in Lemma 3.1, and for a t ∈ E with UN (t) ∈ (−1, 1)
let t1, . . . , t2N be those points in E which satisfy UN (tk) = UN (t). Then, if Vn is
a trigonometric polynomial of degree at most n, there is an algebraic polynomial
Sn/N of degree at most n/N such that

2N∑
k=1

Vn(tk) = Sn/N (UN (t)). (3.5)
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Proof. We use the notations from the proof of Lemma 3.1. We can write

Vn(t) = θ−nQ2n(θ) = Rn(θ) +R∗
n(1/θ), θ = eit,

with some polynomial Q2n of degree at most 2n and with some polynomials
Rn, R

∗
n of degree at most n. With θk = eitk we have

2N∑
k=1

Vn(tj) =
2N∑
k=1

θ−n
k Q2n(θk) =

2N∑
k=1

Rn(θk) +
2N∑
k=1

R∗
2n(1/θk) = Σ1 +Σ2.

Since θk are the zeros of the equation (3.3), and Σ1 is a symmetric polynomial
of these θk, we get, using the fundamental theorem of symmetric polynomials,
that Σ1 can be written as a polynomial of the elementary symmetric polynomials
σ1, . . . , σ2N of θ1, . . . , θ2N , and in this representation the exponent of σN does
not exceed n/N . But, by (3.3) and Viéte’s formulae, these σj ’s are constants,
except for σN , which is (−1)N (const − UN (t))/A2N , where A2N is the leading
coefficient of P2N . Therefore, Σ1 is a polynomial of UN of degree at most [n/N ].

Now 1/θj are the solutions of the reciprocal equation

u2N
(
P2N (1/u)− UN (t)(1/u)N

)
= u2NP2N (1/u)− UN (t)uN = 0,

so the preceding argument yields that Σ2 is also a polynomial of UN of degree
at most [n/N ].

We need a characterization of T -sets due to Peherstorfer and Steinbauer, cf.
[24, Theorem 4.2] (for a more general statement see [19, Theorem 2]).

Lemma 3.3 The following are equivalent:

(a) There is a real trigonometric polynomial UN (t) of degree N such that UN

runs trough the interval [−1, 1] 2N -times as t runs through E.

(b) For all j = 1, 2, . . . ,m the harmonic measure µΓE ([e
ia2j−1 , eia2j ]) is of the

form pj/2N with some integer pj.

Proof of Lemma 3.3. The necessity is immediate from Lemma 3.1, since
each interval [a2j−1, a2j ] is the union of some of the intervals Ek (see the proof
of Lemma 3.1), hence the arcs [eia2j−1 , eia2j ] are the unions of some of the ΓEk

’s.
As we have seen in the proof of Lemma 3.1, the integral of ωE(e

it) on any of
the Ek is 1/2N , i.e. µΓE

(ΓEk
) = 1/2N .

Conversely, let us suppose that each [eia2j−1 , eia2j ] carries a mass pj/2N of
the equilibrium measure with some integers pj :∫ a2j

a2j−1

ω(eit)dt =
pj
2N

.
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Recall that we have assumed 1 ̸∈ ΓE . Consider in C \ ΓE the function

H(z) =
1

zN
exp

(
2N

∫ 2π

0

log(eit − z)ωΓE (e
it)dt− 2N log cap(ΓE)− iNγ

)
,

where

γ =

∫ 2π

0

tωΓE
(eit)dt,

and where cap(ΓE) denotes the logarithmic capacity of ΓE . In this definition
we used the main branch of the logarithm. As we circle once with z around
the arc [eia2j−1 , eia2j ], the argument changes by ±pj2π, so H is a single-valued
analytic function in C \ (ΓE ∪ {0}). Since∫ 2π

0

log |eit − z|ωΓE (e
it)dt = log cap(ΓE), z ∈ ΓE ,

the absolute value of H is 1 on both sides of ΓE . The imaginary part of log(eit−
eix) (taken on the outer part of the unit circle) is

=


t+x
2 + π

2 if 0 ≤ x < t ≤ 2π

t+x
2 − π

2 if 0 ≤ t ≤ x ≤ 2π.

When we integrate this against ωΓE
(eit) over [0, 2π] and take into account that

the argument of zN = eiNx is Nx, we obtain that in the exponent defining H(z)
both iNx and iNγ cancel, and the argument A(x) of H(eix) (on the outer part
of the unit circle) is

2N
(π
2
µΓE

([eix, ei2π])− π

2
µΓE

([ei0, eix])
)
= Nπ − 2NπµΓE

([1, eix]).

Hence, in view of 1 ̸∈ ΓE and of the assumption that 2NµΓE
([eia2j−1 , eia2j ]) = pj

is an integer for all j, we obtain that H(eix) is real on the complementary arcs
[eia2j , eia2j+1 ], and its argument changes by pjπ as x runs through the interval
[a2j−1, a2j ]. Therefore, the function

G(z) :=
1

2

(
H(z) +

1

H(z)

)
is real-valued on the (outer part of the) unit circle, and for x ∈ [a2j−1, a2j ]
the value G(eix) is cosA(x), so UN (x) := G(eix) runs through [−1, 1] precisely
pj-times as x runs through the interval [a2j−1, a2j ]. Furthermore, since the
logarithmic potential ∫ 2π

0

log |eit − z|ωΓE
(eit)dt

is bigger than log cap(ΓE) outside ΓE , it also follows that |G(eix)| > 1 when
eix ̸∈ ΓE . Hence, E is precisely the set of those points x for which UN (x) ∈

12



[−1, 1]. Therefore, all what remains is to prove that UN is a trigonometric
polynomial of degree N .

To this end consider H(1/z). It is

1

zN
z2N exp

(
2N

∫ 2π

0

log(e−it − 1/z)ωΓE
(eit)dt− 2N log cap(ΓE) + iNγ

)
.

Now write z2N in the form exp(2N log z) and use that

log z + log(e−it − 1/z) = log(z − eit)− it = log(eit − z)− it+ π mod(2πi),

which implies

z2N exp

(
2N

∫ 2π

0

log(e−it − 1/z)ωΓE (e
it)dt

)
= exp

(
2N

∫ 2π

0

log(eit − z)ωΓE
(eit)dt− i2Nγ

)
.

As a result, it follows thatH(1/z) = H(z). Therefore, G(1/z) = G(z), and since
G is real on both sides of ΓE , it follows from the extension principle that G can
be continued analytically trough each arc (eia2j−1 , eia2j ). Around eia2j−1 both H
and 1/H are bounded because ωΓE (e

it) is ≤ C/
√

|t− a2j−1| in a neighborhood
of a2j−1 (note that

ωΓE
(eit) ≤ ωΓJ

(eit), J := [eia2j−1 , eia2j ],

and apply formula (1.3)), so G is analytic at every eia2j−1 . In a similar manner,
G is analytic at every eia2j . Hence, G is analytic on C \ {0}. It is clear that G
has a pole of order N both at 0 and at ∞, therefore, G(z) is a rational function
of the form P2N (z)/zN , which shows that, UN (x) = G(eix) = e−iNxP2N (eix) is
indeed a trigonometric polynomial of degree at most N .

Next, we need that an arbitrary E for which ΓE consists of finitely many arcs
can be approximated arbitrarily well by T -sets, c.f. also [17, Theorem 6.3]. Let
E be a 2π-periodic set such that E∩ [0, 2π] = ∪m

j=1[a2j−1, a2j ] with aj ∈ (0, 2π),
and for some small x = (x1, . . . , xm), let

Ex =
m∪
j=1

[a2j−1, a2j + xj ]. (3.6)

Let us write x < ε if all xj < ε. Then for small |xj |’s the set Ex consists of m
intervals.

Lemma 3.4 For every ε > 0 there are 0 < x+,x− < ε such that Ex+ and
E−x− are T -sets.
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Note that E−x− ⊆ E ⊆ Ex+
, so we can approximate any such set E by T -sets

both from the inside and from the outside. Actually, it will turn out that, under
this approximation, besides fixing the left-endpoints as in (3.6), we can also fix
one of the right-endpoints (any prescribed one), hence E and Ex can have a
common interval [a2j−1, a2j ] (any one of these).

Proof. Let µΓE
denote the equilibrium measure of the set ΓE , and consider

the functions

gj(x) = µΓEx

(
[eia2j−1 , ei(a2j+xj)]

)
, j = 1, . . . ,m,

i.e. gj(x) is the amount of mass that the equilibrium measure of ΓEx has on the
j-th arc of ΓEx . If we replace x by some smaller x′, then µΓE

x′
is obtained from

µΓEx
by taking its balayage onto ΓEx′ (see [30, Theorem IV.1.6,(e)]), hence the

system gj(x) has the following properties (see [32, (2)]):

(A) The gj ’s are continuous functions on some cube (−a, a)m,

(B) gj is strictly increasing in xj and strictly decreases in every other variable
xk, k ̸= j,

(C)
∑m

j=1 gj(x) ≡ 1.

Thus, {gj}mj=1 is a monotone system in the sense of [32]. Now it was proved in
[32, Lemma 12] and in the paragraph right after its proof that if one of the xj ’s,
say xm, is fixed, say xm = 0, then the mapping

x → (g1(x), . . . , gm−1(x))

is a homeomorphism from (−a, a)m−1 onto some open subset of Rm−1. In
particular, there are arbitrarily small x > 0 for which all gj(x), j = 1, . . . ,m−1
are rational. But then gm(x) is also rational by property (C) above. However,
in view of Lemma 3.3 this means that Ex is a T -set.

In a similar manner, there is an x < 0 with xm = 0 lying arbitrarily close to
0 for which Ex is a T -set.

Next, we need an explicit form for the equilibrium measure of a set consisting
of finitely many arcs on the unit circle. As before, we may assume that E ̸≡ R,
and then that 0 ̸∈ E. Let

E ∩ [0, 2π] =

m∪
j=1

[a2j−1, a2j ], aj ∈ (0, 2π). (3.7)

Then

ΓE =
m∪
j=1

[eia2j−1 , eia2j ] (3.8)
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consists of the m arcs Ij := [eia2j−1 , eia2j ], and Jj := (eia2j , eia2j+1), j =
0, 1, . . . ,m − 1 (with a0 = a2m) are the complementary arcs to ΓE . In what
follows we use the main branch of

√
z. Then

h(z) =

√√√√ 2m∏
j=1

(z − eiaj ) (3.9)

is a single-valued analytic function on C \ΓE . We shall need the following form
of the equilibrium density ωΓE due to Peherstorfer and Steinbauer [24, Lemma
4.1]:

Lemma 3.5 There are points eiβj ∈ Jj, j = 0, 1, . . . ,m−1, on the complemen-
tary arcs Jj with which

ωΓE
(eit) =

1

2π

∏m−1
j=0 |eit − eiβj |√∏2m
j=1 |eit − eiaj |

, t ∈ E. (3.10)

The eiβj are the unique points on the unit circle for which∫ a2j+1

a2j

∏m
j=0(e

it − eiβj )√∏2m
j=1(e

it − eiaj )
dt = 0, j = 0, 1, . . . ,m− 1, (3.11)

holds, where the denominator is considered as the value of the function (3.9).

Again, since the language here is somewhat different from that of [24], and
since we also want to prove the unicity of the βj ’s with property (3.11), we give a
direct proof based on Lemma 3.1 and on the density of T -sets. Note that (3.11)
is a linear system of equations for the coefficients of the polynomial

∏
(z−eiβj ),

but it is not trivial that this system has a unique solution. We shall discuss how
to find the βj ’s after the proof.

Proof of Lemma 3.5, existence of the βj’s. First of all, it is enough to
prove the lemma for T -sets. Indeed, suppose that E = ∪m

j=1[a2j−1, a2j ], aj ∈
(0, 2π) is an arbitrary set and select T -sets of the form E(s) = ∪m

j=1[a
(s)
2j−1, a

(s)
2j ],

a
(s)
j ∈ (0, 2π) such that a

(s)
2j−1 = a2j−1 for all j and a

(s)
2j ↘ a2j as s→ ∞. Thus,

if the lemma holds for T -sets then there are β
(s)
j in the complementary intervals

(a
(s)
2j , a

(s)
2j+1) (mod2π) such that

ωΓ
E(s)

(eit) =
1

2π

∏m
j=0 |eit − eiβ

(s)
j |√∏2m

j=1 |eit − eia
(s)
j |

, t ∈ E(s). (3.12)

It is standard that the equilibrium measure of ΓE(s) converges in the weak∗

topology to the equilibrium measure of ΓE as s → ∞. Hence, the measures
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ωE(s)(t)dt in (3.12) converge in the weak∗ topology, and is easy to see that

then each sequence {β(s)
j }∞s=1 must converge, say β

(s)
j → βj with some βj ∈

[a2j , a2j+1]. Therefore, (3.11) is true, and the only problem may be that βj
does not belong to the open interval (a2j , a2j+1). But then βj would be one of
the endpoints, say βj = a2j , which would mean that ωΓE

(eit) has a zero at a2j ,
which is not the case: Let ζ ∈ Int(J), J := [eia2j−1 , eia2j ] and let γ be a smooth
closed curve in C\ΓE circling J once so that γ does not contain any other point
of ΓE in its interior.

Let gC\ΓE
(ζ,∞) denote the Green’s function of C \ΓE with pole at infinity.

The density ωΓE
(ζ) is equal to

1

2

(
∂gC\ΓE

(ζ,∞)

∂n+
+
∂gC\ΓE

(ζ,∞)

∂n−

)

(see e.g. [23, II.(4.1)] or [30, Theorem VI.2.3]), and this is

≥ c
1

2

(
∂gC\J (ζ,∞)

∂n+
+
∂gC\J(ζ,∞)

∂n−

)

with any constant c > 0 for which

gC\ΓE
(z,∞) ≥ cgC\J(z,∞), z ∈ γ,

because, by the maximum principle, for such a c we have the same inequality
for all z that lies inside γ. Thus, a zero in ωΓE

(eit) at a2j would yield a zero
in ωJ(e

it) at a2j , which is not the case by (1.3). This verifies (3.10) pending its
validity for T -sets.

Thus, let E be a T -set, E ∩ [0, 2π] = ∪m
j=1[a2j−1, a2j ], aj ∈ (0, 2π), and let

UN be the trigonometric polynomial appearing in the definition of T -sets. Let
E1, . . . , E2N be those subintervals of E over which UN runs through the interval
[−1, 1]. Then their union is E, and suppose that [a2j−1, a2j ] contains pj such
subintervals. If two such Ek join each other at a point τ , then UN (τ) = ±1, and
U ′
N (τ) = 0. There are pj − 1 such τ inside [a2j−1, a2j ], so there are altogether

2N − m such τ ’s, let these be τ1, . . . , τ2N−m. The trigonometric polynomial
1 − U2

N (t) has a double zero at each τk, and, besides these, 1–1 zero at every
aj . These are altogether (4N − 2m)+ 2m = 4N zeros for 1−U2

N (t), which is of
degree 2N , hence these are all its zeros. As a consequence, UN does not vanish
on the complementary intervals (a2j , a2j+1) and it takes the same value (either
1 or −1) at both endpoints a2j and a2j+1, therefore U

′
N must have a zero at

some βj ∈ (a2j , a2j+1), j = 0, 1 . . . ,m − 1. These, together with the N − m
zeros of U ′

N at the τk’s give N zeros for U ′
N , and these are then all its zeros.

Therefore, with some complex numbers a, b we can write

1− U2
N (t) = ae−i2Nt

2m∏
j=1

(
eit − eiaj

)
×

2N−m∏
k=1

(
eit − eiτk

)2
, (3.13)
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U ′
N (t) = be−iNt

m−1∏
j=0

(
eit − eiβj

)
×

2N−m∏
k=1

(
eit − eiτk

)
. (3.14)

A comparison of the coefficients of ei2Nt in (3.13) and of eiNt in (3.14) gives
that a = b2/N2. Now substitute these forms into the right-hand side of (3.2),
i.e. into

ωΓE
(eit) =

1

2πN

|U ′
N (t)|√

1− UN (t)2
=

1

2πN

|U ′
N (t)|√

|1− UN (t)2|
, t ∈ E.

The factors |eit − eiτk | cancel and so do b and N , and we get the form (3.10).
Note also that on the contiguous intervals (a2j , a2j+1) the expression U

2
N −1

is positive, and so we can write∫ a2j+1

a2j

U ′
N (t)√

UN (t)2 − 1
dt =

(
UN (t) +

√
UN (t)2 − 1

)∣∣∣∣∣
t=a2j+1

t=a2j

= 0, (3.15)

since UN takes the same value (1 or −1) at a2j and a2j+1. Using the above
substitutions based on (3.13)–(3.14), it is easy to see that (3.15) and (3.11) are
the same.

Proof of Lemma 3.5, unicity of the βj’s. Note first of all, that

exp(−
2m∑
j=1

aj/2)e
−imt

2m∏
j=1

(eit − eiaj ) = const

2m∏
j=1

sin((t− aj)/2)

is a real trigonometric polynomial of degree m that vanishes precisely at the
endpoints of the subintervals of E. In a similar manner,

T (t) := im exp

(
−

m−1∑
j=0

βj/2

)
e−i(m/2)t

m−1∏
j=0

(eit − eiβj )

is real. It is a trigonometric polynomial of degree at most m/2 if m is even, and
it is a half-integer trigonometric polynomial of degree at most m/2 if m is odd.
According to what we have just said, it follows that with it the system (3.11)
takes the form∫ a2j+1

a2j

T (t)√∏2m
j=1 | sin((t− aj)/2)|

dt = 0, j = 0, 1, . . . ,m− 1. (3.16)

Now if we have another system β̃j ∈ (a2j , a2j+1) for which (3.11) is true,
then we get another real

T̃ (t) := im exp

(
−

m−1∑
j=0

β̃j/2

)
e−i(m/2)t

m−1∏
j=0

(eit − eiβ̃j )
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for which∫ a2j+1

a2j

T̃ (t)√∏2m
j=1 | sin((t− aj)/2)|

dt = 0, j = 0, 1, . . . ,m− 1. (3.17)

Then the same is true of any linear combination cos τ · T (t) + sin τ · T̃ (t),
hence any such linear combination has a zero on every interval (a2j , a2j+1),
j = 0, 1, . . . ,m−1. On the other hand, any such linear combination is a trigono-
metric (or half-integer trigonometric) polynomial of degree at most m/2, there-
fore it can have at mostm zeros unless it is identically zero, which is certainly not
the case (use that non-trivial linear combinations of two polynomials with differ-
ent zero sets cannot be the zero polynomial). Therefore, all cos τ ·T (t)+sin τ ·T̃ (t)
have precisely one zero in every interval (a2j , a2j+1), j = 0, 1, . . . ,m − 1. We

shall show that this is enough to conclude that {βj} = {β̃j}.
Let us show e.g. that the β0 = β̃0. Suppose to the contrary that β0 ̸= β̃0.

Let xτ be the unique zero of cos τ · T (t) + sin τ · T̃ (t) that lies in (a0, a1). Then
x0 = xπ = β0, while xπ/2 = β̃0. As τ moves from 0 to π/2 the point xτ moves

continuously from β0 to β̃0, and when τ moves further on from π/2 to π, then
xτ moves continuously back from β̃0 to β0. Thus, there are a τ1 ∈ (0, π/2) and
a τ2 ∈ (π/2, π) for which xτ1 = xτ2 = (β0 + β̃0)/2. This means that (β0 + β̃0)/2
is a common zero of cos τ1 · T (t) + sin τ1 · T̃ (t) and cos τ2 · T (t) + sin τ2 · T̃ (t).
But then (β0 + β̃0)/2 must be also a common zero of T (t) and of T̃ (t), meaning
that β0 = (β0 + β̃0)/2 = β̃0, because β0 is the only zero of T (t), and β̃0 is the
only zero of T̃ (t) in (a0, a1).

Next, let us briefly discuss how to determine the numerator in (3.10). Per-
haps the simplest is to note that, as we have just seen, (3.10) and (3.11) can be
written in the alternate real form

ωΓE
(eit) =

1

2π

|Sm/2(t)|√∏2m
j=1 | sin((t− aj)/2)|

, t ∈ E, (3.18)

and ∫ a2j+1

a2j

Sm/2(t)√∏2m
j=1 | sin((t− aj)/2)|

dt = 0, j = 0, 1, . . . ,m− 1, (3.19)

with some real trigonometric (if m is even) or half-integer trigonometric (if m
is odd) polynomial of the form

Sm/2(t) =

(
cos δ cos

(m
2
t
)
+ sin δ sin

(m
2
t
))

(3.20)

+
(
Am/2−1 cos

(m
2

− 1
)
t+Bm/2−1 sin

(m
2

− 1
)
t
)
+ · · ·
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of degree at most m/2 with some δ and some real coefficients

Am/2−1, Bm/2−1, Am/2−2, . . . .

If m is even, then B0 is missing (sin 0 ≡ 0). Furthermore, the βj ’s are the zeros
of Sm/2.

For simplicity consider the case when m is even. Then (3.19) gives m equa-
tions for the m unknowns δ and Am/2−1, Bm/2−1, Am/2−2, . . .. This is not a
linear system, but we have seen in the preceding proof that the zeros of Sm/2

are uniquely determined, and this easily implies that the system (3.19) has a
unique solution modulo a (−1) sign in the Ak’s and Bk’s and modulo replacing
δ by δ + π. Therefore, in principle one can determine the unknown quantities
in the following way: consider δ as a parameter. Then (3.19) is an m× (m− 1)
linear system for the coefficients Ak, Bk, k ≤ m/2 − 1 (B0 is missing), which
has rank m − 1. We can select an (m − 1) × (m − 1) subsystem which has
non-zero determinant. Let these m− 1 equations refer to the integrals over the
intervals, [a2j , a2j+1], j ̸= j0, i.e. we skip the j0-th equation in (3.19). We solve
this (m− 1)× (m− 1) system for the Ak’s and Bk’s and get unique expressions
for them in terms of cos δ and sin δ. This way we get two unique trigonometric
polynomials T1,δ(x) and T2,δ(x) of degree at most m/2− 1 such that

∫ a2j+1

a2j

cos δ
(
cos(m/2)t+ T1,δ(t)

)
+ sin δ

(
sin(m/2)t+ T2,δ(t)

)
√∏2m

j=1 | sin((t− aj)/2)|
dt = 0, j ̸= j0.

The same for j = j0 can be achieved by selecting δ appropriately (this gives a
unique value for tan δ, so δ is determined only up to modulo π).

We finish this section with the following observation that will be used in
the next section. Let ak be one of the endpoints of E, and UN a trigonometric
polynomial as in Lemma 3.1. Then we have (recall the values βj from Lemma
3.5)

|U ′
N (ak)| = 2N2

∏m
j=0 |eiak − eiβj |2∏2m

j=1, j ̸=k |eiak − eiaj |
. (3.21)

Indeed, we have the two forms (3.10) and (3.2) for ωΓE
, and in these let t→ ak,

t ∈ E. Since

1− U2
N (t) = U2

N (ak)− U2
N (t) = (1 + o(1))|t− ak||2UN (ak)U

′
N (ak)|

= (1 + o(1))2|t− ak||U ′
N (ak)|,

we obtain from comparing what 1/
√
|t− aj | is multiplied by in (3.10) and (3.2)

that
1

2π

∏m
j=0 |eiak − eiβj |√∏2m

j=1, j ̸=k |eiak − eiaj |
=

1

2πN

|U ′
N (ak)|√

2|U ′
N (ak)|

,

from which (3.21) follows.
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4 Markov-type inequalities for trigonometric poly-
nomials on finitely many intervals

Let E be a 2π-periodic subset of R such that [0, 2π]∩E consists of finitely many
intervals. The right-hand side in the estimate (2.1) given in Theorem A blows
up if θ ∈ E approaches one of the endpoints, and in this case a Markov-type
inequality should replace (2.1). For example, in the case of a single interval
E = [−a, a] Videnskii (see e.g. [9, Sec. 5.1, E19,c)]) proved that if Tn(t) is a
trigonometric polynomial of degree n, then

||T ′
n||[−a,a] ≤ (1 + o(1))2n2 cot

a

2
||Tn||[−a,a], (4.1)

and this is sharp in the sense that one cannot write a constant smaller than
2 cot a

2 on the right. This Markov-type behavior is typical around endpoints of
E, but different endpoints play different roles, so we get different local Markov
factors.

If ρ > 0 is any fixed number and Eρ = ∪j [a2j−1 + ρ, a2j − ρ] is the set of
points of E that are lying of distance ≥ ρ from the complementary arcs, then,
in view of Theorem A, an estimate of the form

∥T ′
n∥Eρ ≤ Cn∥Tn∥E

holds with some constant C. Thus, in our Markov-type estimate we may restrict
our attention to small neighborhoods E ∩ [ak − ρ, ak + ρ] of the endpoints ak.
Let us assume ρ so small that E ∩ [ak − ρ, ak + ρ] contains only the endpoint ak
and no other aj . Let Mk be the smallest constant such that

∥T ′
n∥E∩[ak−ρ,ak+ρ] ≤ (1 + o(1))n2Mk∥Tn∥E (4.2)

is true for all trigonometric polynomials Tn of degree at most n. This is asymp-
totically the best constant in the Markov-inequality around the endpoint ak.

Theorem 4.1 For all k = 1, 2, . . . , 2m we have

Mk = 2

∏m
j=0 |eiak − eiβj |2∏2m

j=1, j ̸=k |eiak − eiaj |
. (4.3)

As an example, consider again the set E = [−β,−α]∪ [α, β] from Section 2 with
some 0 ≤ α < β ≤ π, so that a1 = −β, a2 = −α, a3 = α and a4 = β. In this
case, by symmetry, β0 = 0 and β1 = π, so (4.3) takes the form

M2 =M3 = 2
sinα

cosα− cosβ
,

while

M1 =M4 = 2
sinβ

cosα− cosβ
.
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Corollary 4.2 Let E be a closed set such that E ∩ [0, 2π] consist of finitely
many intervals, and let ME be the maximum of the Mk’s defined in (4.3) for all
endpoints of the subintervals of E. Then for arbitrary trigonometric polynomials
of degree at most n = 1, 2, . . . we have

∥T ′
n∥E ≤ (1 + o(1))n2ME∥Tn∥E , (4.4)

and this is sharp, for there are trigonometric polynomials Tn ̸≡ 0 of degree at
most n = 1, 2, . . . for which

∥T ′
n∥E ≥ (1− o(1))n2ME∥Tn∥E . (4.5)

This is the global Markov inequality for trigonometric polynomials on several
intervals.

As an immediate corollary of Theorem 4.1 we get the following for algebraic
polynomials. Let Γ = ∪m

j=1[e
ia2j−1 , eia2j ] be a closed set on the unit circle

consisting of finitely many arcs, and let βj be the numbers from (3.10) for this
Γ. Let eiak be one of the endpoints of Γ, and let H be a closed neighborhood
of eiak which does not contain any other endpoint of Γ.

Corollary 4.3 If Pn is a polynomial of degree at most n, then

∥P ′
n∥H∩Γ ≤ (1 + o(1))n2

∏m
j=0 |eiak − eiβj |2

2
∏2m

j=1, j ̸=k |eiak − eiaj |
∥Pn∥Γ, (4.6)

and this is sharp, for there is a sequence of polynomials Pn ̸≡ 0 of degree at
most n = 1, 2, . . . such that

|P ′
n(e

iak)| ≥ (1− o(1))n2
∏m

j=0 |eiak − eiβj |2

2
∏2m

j=1, j ̸=k |eiak − eiaj |
∥Pn∥Γ, (4.7)

Indeed, since (n + 1)2/n2 = 1 + o(1), we may assume that n is even. Then
Tn/2(t) = e−itn/2Pn(e

it) is a trigonometric polynomial of degree at most n/2.
Now if we apply Theorem 4.1 to this Tn/2, then we obtain (4.6). The proof of
the converse (4.7) is similar, for in the proof of Theorem 4.1 we are going to
verify that there are trigonometric polynomials Tn for which

|T ′
n(ak)| ≥ (1− o(1))n2Mk∥Tn∥E .

As another corollary we obtain Markov-type inequalities for algebraic poly-
nomials on a system of intervals on R. Let K = ∪m

j=1[A2j−1, A2j ]. Then (see
e.g. [31, (2.4)]) there are points ξj ∈ (A2j , A2j+1) in the contiguous intervals
such that the density of the equilibrium measure of K has the form

ωK(x) =
1

π

∏m−1
j=1 |x− ξj |√∏2m
j=1 |x−Aj |

, (4.8)
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and ξj are the unique points that satisfy the system of equations∫ A2j+1

A2j

∏m−1
j=1 (u− ξj)√∏2m
j=1 |u−Aj |

du = 0, j = 1, . . . ,m− 1. (4.9)

Theorem 4.4 Let Ak be one of the endpoints of K and let η > 0 be so small
that [Ak − η,Ak + η] does not contain any other endpoint Aj. Then

∥P ′
n∥K∩[Ak−η,Ak+η] ≤ (1 + o(1))2n2

∏m
j=0 |Ak − ξj |2∏2m

j=1, j ̸=k |Ak −Aj |
∥Pn∥K (4.10)

holds for all algebraic polynomials Pn of degree at most n.
Furthermore, this estimate is sharp in the sense that no smaller constant

can be written on the right-hand side of (4.10).

This is Theorem 4.1 from [31]. There are two ways to deduce Theorem 4.4
from Theorem 4.1: either assume that K ⊆ [−1, 1] and use the substitution
x = cos t to go to trigonometric polynomials, or place a huge circle CR over the
real line touching it at the origin, project the set K up onto that circle, apply
Theorem 4.1 for the projected arcs and let the radius R of CR tend to infinity.
In the limit we get Theorem 4.4.

Proof of Theorem 4.1. Let M∗
k = M∗

k (E) be the expression on the right
of (4.3), so our task is to show Mk = M∗

k . Without loss of generality we may
assume that ak belongs to the last interval, i.e. k = 2m − 1 or k = 2m (the
ordering of the intervals is arbitrary).

First we prove that there are Tn ̸≡ 0 such that

|T ′
n(ak)| ≥ (1− o(1))n2M∗

k∥Tn∥E , (4.11)

which then proves Mk ≥ M∗
k . Indeed, by the proof of Lemma 3.4 there is a

nonnegative sequence {xs = (x
(s)
1 , . . . , x

(s)
m )}∞s=1 of non-zero vectors converging

to the 0 vector such that x
(s)
m = 0 and Exs is a T -set for all s, i.e. there are Ns

and trigonometric polynomials UNs of degree Ns such that Lemma 3.1 holds for
Exs and UNs . It is clear that we must have Ns → ∞ as s→ ∞. Thus, in view
of the fact that ak is an endpoint of Exs (note that the last interval of E did
not change when we moved to Ex), we can apply (3.21), according to which

U ′
Ns

(ak) = 2N2
s

∏m
j=0 |eiak − eiβ

(s)
j |2∏2m

j=1, j ̸=k |eiak − ei(aj+x
(s)
j

)|
, (4.12)

where eiβ
(s)
j are the points from Lemma 3.1 for the set Exs , and where we set

x
(s)
2j−1 = 0 for all j. As s → ∞ we have x

(s)
j → 0 for all j = 1, 2, . . . , 2m, and it

is then easy to show that β
(s)
j → βj for all j = 0, 1, . . . ,m− 1 (this follows from
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the fact that µΓExs
converges to µΓE

in the weak∗-topology and that, in view of

(3.10), the equilibrium densities ωΓExs
are uniformly equicontinuous on every

closed subinterval of the interior of ΓE). From all these and from the fact that
|UNs | ≤ 1 on E, we obtain (4.11) along the subsequence n = Ns, s = 1, 2, . . .
of the natural numbers. Now note that if Tl = cos(l arccosx) are the classical
Chebyshev polynomials, then Tl(UNs) is a trigonometric polynomial of degree
lNs for which

Exs = {x Tl(UNs(x)) ∈ [−1, 1]}

and

(Tl(UNs))
′(ak) = 2(lNs)

2

∏m
j=0 |eiak − eiβ

(s)
j |2∏2m

j=1, j ̸=k |eiak − ei(aj+x
(s)
j

)|
,

i.e. wheneverNs, UNs is suitable for Exs in the T -set definition, so is lNs, Tl(UNs)
for any l = 1, 2, . . .. Hence, in the preceding reasoning we can replace Ns by
any lNs, l = 1, 2, . . .. For n → ∞ we can select numbers of the form lNs with
s→ ∞ and n/lNs → 1, hence (4.11) holds.

Thus, to complete the theorem, we need to show that Mk ≤M∗
k . As before,

we may assume that k = 2m − 1 or k = 2m, say, for definiteness, that ak =
a2m−1. Let γ > M∗

2m−1, and select a small x− ≥ 0, xm = 0, such that Ẽ :=

E−x− is a T -set and M∗
2m−1(Ẽ) < γ, where M∗

2m−1(Ẽ) is the expression on the

right of (4.3) for the set Ẽ. This is clearly possible, since M∗
2m−1(E) changes

continuously with the endpoints of the set E. Recall also that Ẽ ⊂ E because
−x− ≤ 0.

Let UN be a real trigonometric polynomial of some degree N such that
UN (t) runs through the interval [−1, 1] 2N -times as t runs through Ẽ, and let
Ẽ1, . . . , Ẽ2N be those intervals on which UN (t) runs through [−1, 1]. Then the
union of these Ẽs’s is Ẽ, and a2m−1 is the left-endpoint of one of these, say of
Ẽ1. Since a2m−1 is also a left-endpoint of a subinterval of Ẽ, there is no Ẽs

attached to Ẽ1 from the left. By (3.21) we have U ′
N (a2m−1) = N2M∗

2m−1(Ẽ),
and select a small η > 0 so that

∥U ′
N∥[a2m−1,a2m−1+η] < N2γ. (4.13)

We may assume η so small that [a2m−1, a2m−1+η] lies of positive distance from
Ẽ \ Ẽ1. Next, we need the following lemmas that we verify after completing the
proof.

Let τ1, . . . , τ2N+m be those x ∈ Ẽ for which |UN (x)| = 1 (cf. the proof of
Lemma 3.5). Without loss of generality we may assume that τ1 = a2m−1.

Lemma 4.5 For any l there are real trigonometric polynomials Ql of degree
at most l such that for large l we have 0 ≤ Ql(x) ≤ 1 for all x, 0 ≤ Ql(x) ≤
l−4
∏

k>1 sin
2((x − τk)/2) for x ∈ Ẽ \ Ẽ1 and 1 − l−4 ≤ Ql(x) ≤ 1 for x ∈

[a2m−1, a2m−1+η]. Furthermore, |Q′
l(x)| ≤ l−2 on Ẽ\Ẽ1 and on [a2m−1, a2m−1+

η].
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Lemma 4.6 If I is an interval then there is a constant CI such that

∥T ′
n∥I ≤ CIn

2∥Tn∥I

for all trigonometric polynomials Tn of degree at most n = 1, 2, . . ..

Now let n be a large number and Tn a trigonometric polynomial of degree at
most n. We may assume ∥Tn∥E ≤ 1. With l =

√
n consider the trigonometric

polynomials Ql from Lemma 4.5, and set Vn(x) = Tn(x)Q√
n(x). Then this is a

trigonometric polynomial of degree at most n+
√
n and in it Q√

n(x) is

• smaller than n−2 on Ẽ \ Ẽ1,

• closer than n−2 to 1 on the interval [a2m−1, a2m−1 + η],

• in absolute value its derivative is smaller than 1/n on Ẽ \ Ẽ1 and on
[a2m−1, a2m−1 + η].

For a t ∈ Ẽ1 let t1, . . . , t2N , t1 = t, be those points in Ẽ for which UN (tj) =
UN (t), and consider the sum of the values Vn(tj). According to Lemma 3.2
there is an algebraic polynomial S(n+

√
n)/N of degree at most (n+

√
n)/N such

that
2N∑
j=1

Vn(tj) = S(n+
√
n)/N (UN (t)). (4.14)

On Ẽ the absolute value on the left-hand side is at most 1+ 2N/n2, so we have
∥S(n+

√
n)/N∥[−1,1] ≤ 1 + 2N/n2, since the image of Ẽ under UN is the interval

[−1, 1]. Therefore, by the classical Markov inequality on [−1, 1], we have that∣∣∣∣(S(n+
√
n)/N (UN (x))

)′
(x)

∣∣∣∣ ≤ (n+
√
n

N

)2(
1 +

2N

n2

)
|U ′

N (x)|,

which is smaller than(
n+

√
n

N

)2(
1 +

2N

n2

)
N2γ = (n+

√
n)2(1 + 2N/n2)γ

on [a2m−1, a2m−1 + η] by (4.13). Hence, we get from (4.14) on the interval
[a2m−1, a2m−1 + η]∣∣∣∣∣∣T ′

n(t)Q
√
n(t) +

2N∑
j=2

dTn(tj(t))

dt
Q√

n(tj) +

2N∑
j=1

Tn(tj)Q
′√
n(tj)

∣∣∣∣∣∣ (4.15)

≤ (n+
√
n)2(1 + 2N/n2)γ.

Now we use that for t ∈ [a2m−1, a2m−1 + η] we have for j = 2, 3, . . . , 2N
the relation tj(t) ∈ Ẽ \ Ẽ1. Therefore, on the left |Q′√

n
(tj)| ≤ 1/n for all j
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and |Q√
n(tj)| ≤ 1/n2 for all j ≥ 2. Furthermore, in view of Lemma 4.6, the

estimate
|T ′

n(tj)| ≤ C0n
2 (4.16)

also holds with some C0. However,

dTn(tj(t))

dt
= T ′

n(tj)
dtj(t)

dt

involves also dtj(t)/dt, and this derivative needs special attention. As before,

let τ1, . . . , τ2N+m be those x ∈ Ẽ for which |UN (x)| = 1, and suppose that
τ1 = a2m−1, is the point around which we are considering the Markov inequality.
For t ∈ [a2m−1, a2m−1 + η] the point tj(t) belongs to some interval determined
by the τk’s, say tj(t) ∈ [τs, τs+1], and if η > 0 is small enough, then for all
t ∈ [a2m−1, a2m−1 + η] the point tj(t) belongs either to the left-half or to the
right-half of that interval, say tj(t) ∈ [τs, (τs + τs+1)/2]. Now there are two
possibilities:

I τs is an endpoint of one of the subintervals making Ẽ. In that case U ′
N (τs) ̸= 0,

and, as a consequence (use the mean value theorem), |tj(t) − τs| ∼ |t −
a2m−1| (meaning that the ratio of the two sides lies in between two positive
constants), ∣∣∣∣dtj(t)dt

∣∣∣∣ ≤ C on [a2m−1, a2m−1 + η].

II τs belongs to the interior of Ẽ. Then U ′
N (τs) = 0, and τs is a double (and not

higher order) zero of 1 − U2
N . Hence, in this case (use Taylor’s formula),

|tj(t)− τs| ∼ |t− a2m−1|1/2,∣∣∣∣dtj(t)dt

∣∣∣∣ ≤ C ′
1

|t− a2m−1|1/2
≤ C1

|tj(t)− τs|
on [a2m−1, a2m−1 + η].

These imply (cf. also (4.16))∣∣∣∣dTn(tj(t))dt

∣∣∣∣ ≤ C0n
2 C1

|tj(t)− τs|
,

so by Lemma 4.5∣∣∣∣dTn(tj(t))dt

∣∣∣∣Q√
n(tj(t)) ≤ C0n

2 C1

|tj(t)− τs|
1

n2

2N+m∏
k=2

sin2((tj − τk)/2) ≤ L,

where L is the maximum of all

max
x∈E

sin2((x− τs)/2)

|x− τs|

2N+m∏
k=2, k ̸=s

sin2((x− τk)/2), s = 2, . . . , 2N +m.
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Finally, since |Q√
n(t1)−1| ≤ 1/n2 is also true, we can infer from (4.15) that

for all t ∈ [a2m+1, a2m−1 + η]

|T ′
n(t)| ≤ (n+

√
n)2(1 +N/n2)γ + 2C0NL+ 2N

1

n
= (1 + o(1))n2γ.

Since γ > M∗
2m−1 was arbitrary, M2m−1 ≤M∗

2m−1 follows, and this is what we
needed to prove.

Proof of Lemmas 4.5 and 4.6. Let f be the function that is equal to
1/
∏

k>1 sin
2((x−τk)/2) on the interval [a2m−1, a2m−1+η] and is zero on Ẽ\Ẽ1,

and extend this f to a 6 times continuously differentiable 2π periodic f so that
0 ≤ f(x) ≤ 1/

∏
k>1 sin

2((x − τk)/2) holds for the extended function. By
Jackson’s theorem [10, Corollary 7.2.4] there are trigonometric polynomials Q∗

l

of degree at most l/2 such that |f −Q∗
l | ≤ Cl−6 is true with some constant C.

Then it is easy to see that

Ql(x) =
Q∗

l (x) + Cl−6

1 + 2CMl−6

2N+m∏
k=2

sin2((x− τk)/2),

where M is the maximum of
∏

k>1 sin
2((x − τk)/2) on Ẽ, satisfies the re-

quirements not considering those for the derivatives. For example, for x ∈
[a2m−1, a2m−1 + η] we have∣∣∣∣∣Q∗

l (x)−
1∏

k>1 sin
2((x− τk)/2)

∣∣∣∣∣ ≤ Cl−6,

therefore

|1−Ql(x)| =

=

∣∣∣∣∣1 + CMl−6 −Q∗
l (x)

∏
k>1 sin

2((x− τk)/2) + Cl−6
∏

k>1 sin
2((x− τk)/2)

1 + CMl−6

∣∣∣∣∣
≤ C ′l−6 ≤ l−4

for all large l.
However, on each interval Ẽj , j = 2, . . . , 2N we have |Ql| ≤ C0l

−6 while on
[a2m−1, a2m−1 + η] we have |1−Ql| ≤ C0/l

6 with some C0 by our construction,
hence Lemma 4.6 gives on all these intervals |Q′

l| ≤ C1l
2l−6 = C1l

−4 with

some C1 that may depend on N , Ẽ and η > 0. Therefore, for large l we have
|Q′

l| < l−2 on (Ẽ \ Ẽ1) ∪ [a2m−1, a2m−1 + η].
Lemma 4.6 is due to D. Jackson [14], and it is also an immediate consequence

of Videnskii’s inequality (4.1).
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5 Appendix
An elementary proof for Theorem A

Having T -sets at our disposal, we are in the position to give a relatively simple
elementary proof of Theorem A. This is justified by the fact that the original
proof given by A. Lukashov in [19] is based on the Schottky-Burnside theory of
automorphic forms, while the proof given in Section 2 is based on the Achiezer-
Levin theory of conformal maps.

First of all, by Theorem 2.1 of [33] it is enough to prove that for fixed θ

|T ′
n(θ)| ≤ (1 + o(1))n2πωΓE

(eiθ)∥Tn∥E . (5.1)

with o(1) tending to 0 uniformly in Tn as n→ ∞.
The proof follows the scheme of [31, Theorem 3.1].

Case 1: E is a T -set and Tn is a polynomial of UN

Let UN be a real trigonometric polynomial of some degree N such that UN (t)
runs through the interval [−1, 1] 2N -times as t runs through E, and assume that
Tn(t) = Pm(UN ) with some polynomial Pm. Then n = mN and ∥Pm∥[−1,1] =
∥Tn∥E . Using Bernstein’s inequality

|P ′
m(x)| ≤ m√

1− x2
∥Pm∥[−1,1], x ∈ [−1, 1],

for Pm, we obtain

|T ′
n(θ)| = |P ′

m(UN (θ))U ′
N (θ)| ≤ m√

1− UN (θ)2
∥Pm∥[−1,1]|U ′

N (θ)|

≤ Nm2πωΓE (θ)∥Tn∥E ,

where, in the last step, we used (3.2).

Case 2: E is a T -set and Tn is arbitrary

Let UN be a real trigonometric polynomial of some degree N such that UN (t)
runs through the interval [−1, 1] 2N -times as t runs through E, and let E1, . . . , E2N

be those intervals on which UN (t) runs through [−1, 1]. Actually, we need this
case only when the fixed θ lies in the interior of one of the Ej ’s, say θ ∈ Int(Ei0).
With

Q√
n(t) =

(
1− cos(t− θ)

2

)2[
√
n/2]

we set Vn(t) = Tn(t)Q√
n(t). We have again, as in (4.14),

2N∑
j=1

Vn(tj) = S(n+
√
n)/N (UN (t)), (5.2)
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where, for a t in Ei0 , the numbers t1, . . . , t2N , ti0 = t, are those points in E
for which UN (tj) = UN (t). Since both Q√

n and its derivative tend to zero
uniformly outside any neighborhood (mod 2π) of θ as n → ∞, furthermore
Q′√

n
(θ) = 0, it follows that, as n→ ∞,

∥S(n+
√
n)/N (UN )∥E ≤ (1 + o(1))∥Tn∥E ,

d

dt
Vn(tj)

t = θ
= o(1)∥Tn∥E , j ̸= j0,

(see also Lemma 4.6) and

V ′
n(θ) = T ′

n(θ) + o(1)∥Tn∥E ,

hence

d

dt
S(n+

√
n)/N (UN (t))

t = θ
=

d

dt

2N∑
j=1

Vn(tj)
t = θ

= V ′
n(θ) + o(1)∥Tn∥E

= T ′
n(θ) + o(1)∥Tn∥E ,

where the o(1) depends only on the set E and on the location of θ inside Ei0 .
Therefore, the just proven Case 1 gives

|T ′
n(θ)| ≤

∣∣∣∣ ddtS(n+
√
n)/N (UN (t))

t = θ

∣∣∣∣+ o(1)∥Tn∥E

≤ (1 + o(1))(n+
√
n)2πωΓE

(θ)∥S(n+
√
n)/N (UN )∥E + o(1)∥Tn∥E

≤ (1 + o(1))n2πωΓE (θ)∥Tn∥E .

Completion of the proof

We may assume E to consist of finitely many intervals, see the remark after
Theorem A.

Let θ lie in the interior of E, and for an ε > 0 choose a T -set Ẽ ⊂ Int(E)
such that θ lies inside Ẽ and ωΓẼ

(θ) ≤ (1 + ε)ωΓE (θ). By Lemma 3.4 this is
possible (see also Lemma 3.5 and its proof). Let UN be a real trigonometric
polynomial of some degree N such that UN (t) runs through the interval [−1, 1]
2N -times as t runs through Ẽ, and let Ẽ1, . . . , Ẽ2N be those intervals on which
UN (t) runs through [−1, 1]. By slightly shifting Ẽ if necessary, we may assume
that θ lies in the interior of one of the Ej ’s, so θ and Ẽ have the properties that
were used in Case 2 above. Therefore, by Case 2,

|T ′
n(θ)| ≤ (1 + o(1))n2πωΓẼ

(θ)∥Tn∥Ẽ ≤ (1 + o(1))n2π(1 + ε)ωΓE (θ)∥Tn∥E ,

where we also used that Ẽ ⊂ E. Since ε > 0 is arbitrary, we are done with the
proof of (5.1).

The author thanks the referee for correcting several misprints and for calling
his attention to the papers [14] and [25].
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