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Abstract

In this paper, we study the Hamming distance between vectorial Boolean functions and affine
functions. This parameter is known to be related to the nonlinearity and differential uniformity
of vectorial functions, while its calculation is, in general, difficult. In 2017, Liu, Mesnager
and Chen conjectured an upper bound for this metric. We prove this bound for two classes
of vectorial bent functions, obtained from finite quasigroups in characteristic two, and we
improve the known bounds for two classes of monomial functions of differential uniformity
two or four. For many of the known APN functions of dimension at most nine, we compute
the exact distance to affine functions.
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Hamming distance - Distance to affine functions - Sidon sets - Finite quasifields
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1 Introduction

Vectorial Boolean functions f : GF(2)" — GF(2)™, also called substitution boxes, play a
central role in symmetric key block ciphers. Because they are the only nonlinear components
of the ciphers, they provide confusion. The study of the nonlinear properties of vectorial
Boolean functions is fundamental for the evaluation of the resistance of the block cipher
against the main attacks, such as the differential and linear attacks; see [1, 15]. The two main
metrics of these nonlinear properties are the differential uniformity § y (the lower is the less
linear), and the nonlinearity nl( f). The Walsh-Hadamard transform provides an effective
tool for computation with nonlinearity nl( f).

In this paper, we deal with a third metric, which is called by different names in the
literature: vectorial nonlinearity NL,(f) by the author of this paper [17], distance to the
affine functions dg ( f, A) by Carlet [7], the second type of nonlinearity Ny by Liu, Mesnager,
and Chen [14]. This metric should not be confused with the notion of rth-order nonlinearity
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of Boolean functions, which is the minimum Hamming distance of f from the set of all
n-variable Boolean functions having an algebraic degree at most r, see [19].

In this paper, we use the terminology “distance to affine function”. For a map f :
GF(2)" — GF(2)™, we define dy (f, A) as the Hamming distance of f to the set A of
affine maps GF(2)" — GF(2)™. The computation of d (f, A) is generally difficult. In addi-
tion, it is challenging to give non-trivial lower and upper bounds for dg (f, .A). The distance
to affine functions is linked to the nonlinearity by the inequality

du(f,A) = nl(f),

that holds for all f : GF(2)" — GF(2)"™; see [14]. For recent results on bounds involving
nonlinearity and differential uniformity, see [9, 25]. Using the concept of Sidon sets and
t-thin sets, the lower bound

dH<f,A>zz"—/§-2"/2—% (1

has been shown in [17] by the author of this paper, and independently by Ryabov [18].
Concerning upper bounds, we have the trivial inequality

du(f, A) <2" —n—1.

The function f : GF(2)" — GF(2)™ is called an (n, m)-bent function if its nonlinearity
achieves the covering radius upper bound:

Hl(f) — 2n—1 _ 2}1/2—] .

For the class of (n, m)-bent functions, Carlet, Ding and Yuan [8] proved

- 2m m

(1 ! ) (2" —2"?) <du(f. A < (1 — %) (2" +2"?). )

In 2017, Liu, Mesnager and Chen formulated a conjecture:

Problem 1 (Liu-Mesnager-Chen Conjecture [14]) For any map f : GF(2)" — GF(2)",

du(f. A) < (1 - zim) (2" —2"/?) 3)

holds. In particular, if n = m, then
dy(f, A) <2" —2"2 1. )

The covering radius bound implies the conjecture for m = 1. For (n, m)-bent functions,
the conjecture implies the exact value of the distance from affine functions:

dy(f, A) = (1 - im) (2" —2"/3). )

2
The following two theorems are the main results of this paper. Theorem 1 gives the actual
distance to affine functions for two classes of vectorial bent functions, obtained from finite
quasigroups in characteristic two. Theorem 2 improves the known bounds for some monomial
functions of differential uniformity two or four. Section 5 will present computational results
for APN functions when the dimension n < 9.
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Theorem 1 Let t < m be positive integers and (GF(2™), +, x) be a left pre-quasifield. Let
the maps v, t, h : GF(2™) — GF(2") and o : GF(2™) — GF(2™) be such that y is balanced,
T is surjective linear, o is invertible, and h is arbitrary. Define the (2m, t)-bent functions

fi: faas
fl(x,y)=y<*£>,
y

2(x, y) =T (0 (y)xx) + h(y).

Then X
di(fi. A) = dy(fr. A) = (1 - 5) (227 —2m).

Theorem 2 Let n be a positive integer.

(i) If nis even and hi(x) = x2"72 then
2" — 2.2 % <dy(hy, A) <2" —2"2 2,
(ii) If n is divisible by 4, d = 2"/>~1 + 1, and hy(x) = x9, then
21— V2.2 - % <dp(hy, A) 2" —2"* -2,
In particular, the Liu-Mesnager-Chen Conjecture holds for both functions h1(x), ha(x).

Notice that /11 (x) is Nyberg’s Field Inverse Function, used in the AES cryptosystem with
n = 8. In even dimensions, the Field Inverse Function has differential uniformity 4. The
function /5 (x) is a monomial APN function of Gold type, and the exponent is d = 2k 41,
where k = n/2 — 1. As n/2 is even, k is odd and gcd(k, n) = ged(n/2 — 1,n) = 1. The
APN property of /,(x) follows.

At the end of the paper, we will present new results for the minimum Hamming distance
between affine and APN functions of dimensionn = 6,7, 8, 9.

2 Preliminaries

Let A, B be finite sets. The function f : A — B is balanced, if the preimage f~!(b)
has size |A|/|B| for all b € B. The Hamming distance dy (f, g) between two functions
f,g: A — Bisdefined as the number of inputs at which they differ:

du(f.g) =Wa e A: f(a) # ga)}l

We say that a function f is linear if its definition domain is a vector space over GF(2), and
the function is GF(2)-linear. The sum of a linear function and a constant is called an affine
function. The space of affine functions GF(2)" — GF(2)" is denoted by A, ,,, or simply A.

Let g be a prime power, and ¢ a positive integer. For x = (x1,...,x7),y = (V1,..., V) €
GF(q)', x - y denotes the (non-degenerate) inner product x1y; + --- + x;y;. If we iden-
tify the GF(g)-vector spaces GF(g¢") and GF(g)’, then the inner product can be written as
TrGF(q’)/GF(q)(xy)~ The map

t—1

Trer(gt)/GF(g) (X) = x +x7 4 -+ + x7
is the trace map of the field extension GF(¢')/GF(g).
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The nonlinearity of a Boolean function f : GF(2)" — GF(2) is defined as the minimum
Hamming distance between f and all affine Boolean functions in n variables, denoted by
dy(f, A), where A is the set of all affine functions on n variables. The nonlinearity of a
Boolean function can be expressed as:

1
_ _on—1 _ =
nl(f) =du(f, A) =2 3 go0ax W)l

where Wy (a) is the Walsh-Hadamard transform of f:

W@ = Y (=IOt aeGFQ)".
XeGF(Q2)"

Parseval’s relation )", oy Wj% (a) = 2%" implies
Ill(f) S 2n—1 _ 2n/2—]

for every n-variable Boolean function f. This bound, tight for every even n, is called the
covering radius bound. Functions achieving this bound are called n-variable bent functions.
The Maiorana-McFarland class is the most important direct construction of bent functions.
Let 77 be an arbitrary permutation on the set GF(2)"/2, and let i be an arbitrary Boolean
function in n/2 variables, x, y € GF(2)"/2. Then

f,y)=x-7(y)+h(y)

is a bent function in n variables.

Vectorial Boolean functions, also called (n, m)-functions, are functions from GF(2)" —
GF(2)". If v € GF(2)" \ {0}, then the Boolean function v- f : GF(2)" — GF(2), (v- f)(x) =
v- f(x) is called a component Boolean function of f.The nonlinearity of f is the minimum
distance between its component Boolean functions and affine Boolean functions:

nl = min dg- f, a).
()= _nin du(-f.a)
acA,
By the covering radius bound, nl( f) < 2"~! — 2/2=1 The functions achieving this bound

are called (n, m)-bent functions, or vectorial bent functions, or bent vectorial functions. It is
known that (n, m)-bent functions exist only if n is even and m < n/2.
The Walsh transform of an (n, m)-function f is defined as

Wia.by= Y (=Dr/tes,
x€GF(2)"
where a € GF(2)", b € GF(2)™. For the nonlinearity, we have
1
nl(f) =2"""1— 5 max |Wy(a,b)]

aeGF(2)"
beGF(2)"\{0}

1

- = max
2 (a,b)eGF(2)"™ xGF(2)"
(a,b)#(0,0)

For any vectorial Boolean function f : GF(2)" — GF(2)", a € GF(2)" \ {0}, and
b € GF(2)™, we set

8(a,b) ={x e GF)" | f(x +a) + f(x) =b}|.

2n—1

\Wy(a, b)l.
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The differential uniformity & r of f is defined as

8 = max  &(a, b).
aeGF(2)"\{0}
beGF(2)"

We also say that f is differentially §-uniform if §y < 8. §y is a positive even integer.
When 6 = 2, the possible smallest value, f is said to be almost perfect nonlinear (APN
for short). APN functions are a special class of vectorial Boolean functions with the highest
possible resistance to differential cryptanalysis. They play an important role in the design
of S-boxes for symmetric-key cryptosystems, and they have many desirable cryptographic
properties. However, their implementation can be more complex than other functions, due to
their larger S-boxes.

There are 6 known infinite classes of pairs (1, d) such that the power function f(x) = x
is APN over the finite field GF(2"). An APN Gold function is a power function of the form
fx) = x4 over GF(2"), where ged(n, k) = 1. APN Gold functions take a special place
among APN functions.

The main notions of equivalence of Boolean and vectorial Boolean functions are as follows:

d

1. Two (n, m)-functions f, g are linearly equivalent, if there are invertible linear function
L :GF(2)" - GF(2)", L’ : GF(2)" — GF(2)" suchthat g =L’ o f o L.

2. Two (n, m)-functions f, g are affine equivalent, if there are invertible affine functions
L :GF2)" — GF(2)", L' : GF(2)™ — GF(2)" suchthat g =L’ o f o L.

3. Two (n, m)-functions f, g are extended affine (EA) equivalent, if g = L' o f o L + L”
holds with invertible affine functions L : GF(2)" — GF(2)", L’ : GF(2)" — GF(2)",
and arbitrary affine (7, m)-function L” .

4. Two (n, m)-functions f, g are CCZ-equivalent, if there is an invertible affine map LL :
GF(2)" x GF(2)™ — GF(2)" x GF(2)"™ which maps the graph

Gr ={(x, f(x)) | x € GF(2)"}

of f to the graph
Gy ={(x,g(x)) | x € GF(2)"}

of g.

With fixed n, m, each equivalence relation above is a strict particular case of the next
one, see page 29 in [6]. Therefore, any EA-invariant property or parameter is linearly and
affine invariant. The differential uniformity, the nonlinearity of Boolean functions, and the
nonlinearity of vectorial Boolean functions are CCZ-invariant parameters. There are some
classes of (n, m)-functions, where CCZ-equivalence reduces to EA-equivalence, see Yoshiara
[26] for quadratic APN functions, and Theorem 1 in [4] by Budaghyan and Carlet for (n, m)-
bent functions.

Problem 2 Is the parameter dy (f, A) of (n, m)-functions CCZ-invariant?
The following useful formula has been communicated to us by Claude Carlet.

Lemma3 Let f be an (n, m)-function, and let L, ,, denote the space of linear (n, m)-
functions. Then

dy(f, A =2"-27" ) max - E (-nvt Wy (L*(v), v).
€GF(2)
L¥eLy,, VEGFQ)"
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Proof Let A(x) = L(x) + b be an affine (n, m)-function with L € L, ,,. Define the linear
(m, n)-function L* by L*(v) - x = v - L(x) for all x € GF(2)". Then

du(f,A)=2"-27" Z (=1 D+AE)

x€GF(2)"
veGF(2)™

— 2n _ 2—m Z (_1)U~h Z (_1)v~f(x)+v-L(x)
veGF(2)" xeGF(2)"

=2"—27" N (=t Y (mpr e
veGF(2)" xeGF(2)"

=2"—27" Y (=D WL (), v).
veGF(2)"

The lemma follows from the definition of dy (f, A). ]

3 The distance of (2m, t)-bent functions to affine functions
We recall that (n, m)-functions achieving the covering radius bound

Ill(f) 5 2}1—] _ 2}1/2—1
are called (n, m)-bent functions. It is known that (n, m)-bent functions exist only if n is even
and m < n/2. The function f is (n, m)-bent if and only if all its non-trivial component
functions v - f are bent (v € GF(2)" \ {0}). Equivalently, W¢(a, b) = +27/2 for b #0.

We present three infinite classes of (2m, t)-bent functions. To the author’s best knowledge,
the first two are commonly known, and the third one is new.

3.1 Maiorana-McFarland type (n, m)-bent functions
The first class is a generalization of the Maiorana-McFarland construction. We take maps

7 : GF2™) — GF(2"), m : GF(2"™) — GF(2™), and h : GF(2™) — GF(2") such that 7 is
surjective linear, 7 is invertible, and / is arbitrary. We write

Jl,y) =t (y) +h(y) (6)

with x, y € GF(2™). Then, the component functions are all Maiorana-McFarland bent func-
tions of the form
1, y) = Trarmyaro) (' () + 1 ().

Indeed, for fixed y, the map
ay @ x = Trgror/6re) (T ()
is a linear Boolean function. Hence, there is a unique element 7'(y) € GF(2™) such that

oy (x) = Trerem)cre)(x'(y)). It is easy to see that ' is a permutation of GF(2™). This
implies that f(x, y) is (2m, t)-bent with t < m.
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3.2 Dillon type (2m, t)-bent functions

To define the two other classes of (n, m)-bent functions, we need the notion of left pre-
quasifields.

Definition 4 Let (Q, +) be a finite abelian group and * : Q x Q — Q a binary operation
with the following properties:

1. xx0 =0xx =O0forallx € Q.
2. xx(y+2z2) =x*xy+xxzforallx,y, z € Q.
3. Forall 0 # a € Q the mappings x — x*a and x > a*x are bijective.

Then Q = (Q, +, *) is called a (left) pre-quasifield or a weak (left) quasifield.

One knows that (Q, +) has to be an elementary abelian p-group, p a prime, i.e. Q is a vector
space over GF(p), and |Q| = g = p™ for some positive integer m. One usually identifies
(Q, +) with the additive group of the finite field GF(g).
The PS class of bent functions was introduced by Dillon in his PhD thesis [11] in 1974.
A subclass of the PS class has been presented in algebraic terms by Wu [24] and by Wan
and Xu [22]. The right division operation of (Q, +, %) is defined as
X Ja if y #0and x = axy,
vy {o if y=0.
Theorem 5 (Theorem 3.1 of [24] and Corollary 17 of [22]) Letn = 2m and (GF(2™), 4, ) be
a left pre-quasifield. Assume g is a balanced Boolean function in m variables with g(0) = 0.
Then the function

X
f,y) =g (**) (M
y
is a PS™ bent function.

The generalization to (2m, t)-bent functions (t < m) is straightforward.

Proposition 6 Let t < m be positive integers and (GF(2™), 4+, x) be a left pre-quasifield.
Assume y is a balanced (m, t)-function. Then

X
f,y)y =y (**) ®)
y
is a (2m, t)-bent function.
Proof Since the composition Trgr(21)/Gr(2) © ¥ is balanced, all component functions of f are

bent functions of type (7). O

3.3 Quasifield type (2m, t)-bent functions

The following lemma is a well-known property of pre-quasifields.

Lemma 7 Let m be a positive integer, p a prime, and (Q, +, *) a left pre-quasifield with
|Q| = p™. If y1, y2 € Q are different elements, then the map

B:0— 0, Xt> yxx — yakx

is a GF(p)-linear isomorphism.

@ Springer



1710 Cryptography and Communications (2025) 17:1703-1720

Proof If x # 0 is in ker(B), then y;*x = yp*x contradicts the defining property (3) of a left
pre-quasifield. Hence, B is bijective. The GF(p)-linearity is clear. O

Theorem 8 Let t < m be positive integers and (GF(2™), +, x) be a left pre-quasifield. Let
the maps © : GF(2™) — GF(2"), o : GF(2™) — GF(2™) and h : GF(2™) — GF(2") be such
that t is surjective linear, o is invertible, and h is arbitrary. Then

S, y) =1 (a(y)*x) + h(y) ®

is a (2m, t)-bent function.

Proof Any component function of f has the shape Trgr(2r)/Gr(2) (ief (x, y)) for some u €
GF(2")*. For fixed u and y, the map

ay : x = Trgronere) T (o (y)*x) + uh(y))
is an affine Boolean function in m variables. Hence, there is a unique element o’/ (y) € GF(2™)
such that
oy (x) = Trerm)/are) (xa’ () + 1/ (),
where h'(y) = Trerr)/cr2) (uh(y)) € GF(2).

We show that o’ is bijective on GF(2™). Let us fix u, y, y» € GF(2™), y1 # y. There is
an element v € GF(2') such that

Trer)/ar2) W) # h'(y1) +h'(y2).

As 7 is surjective, there is a z € GF(2") with t(z) = v. By Lemma 7, there is x € GF(2")
with yjxx + y,*x = z. Then

ay, (x) + ay, (x) = Trgrr)/aF@) T (Y1*x + yoxx) + uh(y1) + uh(yz))
= Trerr)/ar) T (2) +h'(y1) + 2 (2)
= Trerr)/ar2) V) + ' (y1) + h'(y2)
£0.

This implies y, (x) # ay,(x) ando’(y1) # o’ (y2). It follows that all component functions
of f are of Maiorana-McFarland type bent function. This finishes the proof of the theorem.
]

In this paper, we do not study the question of EA-equivalence of the (2m, t)-bent functions
defined above. In general, this is a very difficult question. We only remark that Weng, Feng
and Qiu [23] proved that most of the PS type bent functions, obtained from a Desarguesian
spread, are not EA-equivalent to any Maiorana-McFarland bent function. This leads us to
conclude that, typically, for r > 1, the (2m, t)-bent functions described by (9) are generally
not EA-equivalent to the other two classes, as specified in (6) and (8).

3.4 Proof of Theorem 1

Let us recall the Carlet-Ding-Yuan bound (2) for the distance between affine and (n, m)-bent
functions:

(1 - 2%) (2" —2"?) <du(f. A < (1 - 2%) (2" +2"/2).
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For an (n, m)-bent function f, the Walsh coefficients are

+27/% ifb £ 0,
We(a,b) =10 ifa #0,b =0,
2" ifa =0,b=0.
Hence, the Carlet-Ding-Yuan bound follows from Lemma 3 easily. The Liu-Mesnager-

Chen Conjecture implies that the true value of dy (f, A) is (1 — 5 ) (2" — 2"/2). Theorem
1 claims that this holds for two classes of (2, m)-bent functions.

Proof (Proof of Theorem 1) Let E; be the set of pairs (x, y) € GF(2™)? such that f;(x, y) =
£i(0,0), i = 1,2. We show that |E;| = 2Zm—t 4 om _ ym—t which implies that f; has
Hamming distance (1 — 27)(2%" — 2™) from the constant function f; (0, 0). Therefore,
dy(fi, A) < (1 — 27122 — 2™, and the theorem follows from the Carlet-Ding-Yuan
bound.

Let T be the set of elements z € GF(¢™) with y(z) = f1(0, 0). Since y is balanced,
|T| = 2" and f1(x,y) = f1(0,0) if and only if *% € T. Moreover, since *% =0, we
have 0 € T. The number of solutions of *’)% =0is2.2m — 1, and the number of solutions
of *% =t e T\ {0}is 2™ — 1. This implies

|E1| = 17 (0,00 =2-2" — 1T+ Q2" — 12" —1).

The same argument applies to f>. In this case, f2(0, 0) = /(0), and the number of solutions
of o (y)xx =1is2-2"™ — 1 or2™ — 1, dependingont =0 or ¢ # 0. O

4 The distance of monomial functions to affine functions
In this section, we prove Theorem 2 in several steps. All functions we are dealing with are
(n, n)-functions, and Gy denotes the graph of the function f.

Definition 9 Let A be a finite abelian group. We say that S C A is a Sidon set in A, if for
any x, y, z, w € S of which at least three are different,

x+y#z+tw.
Equivalently, x — z # w — y.

The behavior of Sidon sets depends very much on the structure of A, in particular, on the
number of involutions in A. In this paper, we consider Sidon sets in the elementary Abelian
2-group GF(2)". Moreover, the Sidon property is affine invariant; hence, we can speak of
Sidon sets in affine subspaces. (Affine subspaces are translates of GF(2)-linear subspaces.)

Lemma 10 [Obvious upper bound] For a Sidon S C GF(2)", we have

1
15| < v/2-2"% + 5

Proof See Lemmas 4 and 5 of [17]. O

The following lemma is folklore:

Lemma 11 The (n, n)-function is APN if and only if its graph G is a Sidon set in GF(2™)2.
m}
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Lemma 12 If f is APN and A is affine, then |Gy N Ga| < /2 -2"2 + 1.

Proof The graph of an affine function is an affine subspace of (affine) dimension n. As f is
APN, and the Sidon property is affine invariant, G is Sidon in G4. The result follows from
Lemma 10. O

Lemma 13 Letn be even, f(x) = x2'=2 the Field Inverse Function, and A an affine function.
Then |Gy N Gal < V227 + 3.

Proof The graph of f is H U {(0, 0)}, where H = {(x, 1/x) | x € GF(2")*} is the hyperbola
XY = 1. The hyperbola is a Sidon set by Proposition 12in [17]. If A(0) # 0,then Gy NGy =
H NGy is aSidon setin G4. If A(0) =0, then Gy N G4 = (H N G4) U {(0, 0)}, one larger
than the Sidon set H N G4. In both cases, the result follows from Lemma 10. O

Proof (Proof of Theorem 2) Since the Hamming distance of two functions f, g is
dp(f.g) =2"—1Gr N Ggl,

Lemmas 12 and 13 imply the lower bounds for dg (hy, A) and dy (h;, A). To prove the
upper bounds, it suffices to present affine functions Ay, Ay such that

Gn, N Gal =2"2+2,  (i=1,2).

With A (x) = x2"* we have &1 (x) = A (x) if and only if either x = 0, or x # 0 and
1/x = 2" s 1= K2
As 2"/2 + 1 divides 2" — 1, the equation 1 = x2'?+1 hag 21/2 + 1 solutions in GF(2").
All together, /1 (x) = Aj(x) has 2/2 4 2 solutions in GF(2").
Similar argument applies for s (x) with Az (x) = K2 = x%. Then

1 x2n/271 +1

2
X2 = =.X2”/ +2

<X
o x=0orl=x2"

Again, | = x 2"+ pag 2n/2 + 1 solutions, and /7 (x) = A2 (x) has 2"/2 + 2 solutions in
GF(2™). O

5 Distance results in small dimensions

In this section, we present computational results on the distance between APN functions
and affine functions in dimension n < 9. The results for n < 5 have been obtained by
Ryabov [18]. Our approach is based on the detailed study of the Sidon sets G in GF(2)?",
and Gy N G4 in GF(2)", where f is an APN function in dimension n, and A is affine. We
use a computational method to compute automorphisms and isomorphisms of Sidon sets.
This method is novel for Sidon sets, but it has many similarities with Kaleyski’s families of

invariants [12] for deciding EA-equivalence of (n, m)-functions.

5.1 APN functions in small dimension
We give a brief overview of the known APN functions in dimension n < 9. APN power

functions play a distinguished role in the theory of Boolean functions. The six known infinite
families of APN power functions are given in Table 1.
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Table 1 (Table 11.2 in [6])

Known infinite families of APN Functions Exponents d Conditions
power functions over GF(2") Gold i+l gcd(i, n) = 1
Kasami 22 _oi 4] ged(i,n) =1
Welch 20 +3 n=2+1
Niho 20 +41/2 _ 1, t even n=2+1
2 4 1GHD/2 1 odd
Inverse pX | n=2t+1
Dobbertin 24 4031 4 22 4ot g n=>5t

Theorem 14 (Theorem 5 in [2]) There are 2 APN functions in dimension 4 up to EA-
equivalence. One of those is EA-equivalent to the power function x3. There are T APN
functions in dimension 5 up to EA-equivalence. Five of those are EA-equivalent to the power
functions x3, x5, x7, x11, x13,

Theorem 15 (Table 1 in [5]) In dimension 6, there are 14 known APN functions (13 are
quadratics) up to CCZ-equivalence.

In 2009, Dillon et al. [3] found an APN permutation in dimension 6, the first APN permu-
tation in even dimension. Dillon’s APN permutation is CCZ-equivalent to the Kim function
x3 + §X24 + xlO, @-) — GF(26)*

In dimension 7, there are 488 quadratic APN functions. The classification of quadratic APN
functions is complete up to EA-equivalence, see [13] by Kalgin and Idrisova. Known non-
quadratic APN functions are the Kasami functions x13, x57 and the Field Inverse monomial
function x126.

In dimension 8, there are thousands of known APN functions, but a complete classification
seems out of reach. Therefore, for n = 8, we restrict our interest to APN power functions. The
situation is even more involved for n = 9; hence, we focus on Gold APN power functions.

Theorem 16 (Tuble 1.7 in [16])

(i) There are 18 APN power functions in dimension 8, all are EA-equivalent to the power
function x3, x° or x77.
(ii) There are 6 Gold APN power functions in dimension 9, all are EA-equivalent to the
power function x3, x> or x17.
We remark that while the results of [16] are computational for small n, Yoshiara [27]
studies the equivalence problem of APN power functions with APN power or quadratic

functions from a theoretical point of view.

5.2 Sidon sets in small dimension

In a vector space V of dimension n, an affine basis is aset vy, . .., v, such thatallx € V can
be written as x =  ;_ ¢;v; in a unique way, with Y 7_, ¢; = 1. An extended affine basis is
obtained from an affine basis by adding Y "_, v; to it. An affine basis is always Sidon, and
an extended affine basis is Sidon if n > 4.

Let S be a Sidon set in the group A. We say that S is complete (or maximal) if it is not
contained in a strictly larger Sidon set. In Table 2, we list all complete Sidon sets of GF(2)",
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Table2 Complete Sidon sets in dimension 2 to 9

Dimension Size Structure Aut. group
2 3 affine basis S3
3 4 affine basis S4
4 6 extended affine basis Se
5 7 extended affine basis S6
6 8 extended affine basis = graph of x3 over GF(8) Sg
9 ellipse in GF(8)2 83183
7 12 transitive 24: Q74,2
8 15 hyperbola in GF(16)2 S3 x 83
16 graph of x3 over GF(16) ATL(2,4)
16 orbit lengths 2, 2, 12 Cy X S4
18 ellipse in GF(16)2 PSL(2, 17)
9 24 SL(2, 3) acts regularly SL(2,3) x Cy4
21,22,23 many complete Sidon sets -

2 <n < 8. Forn =9, we know that the largest Sidon set is unique of size 24. Moreover,
using a computer, one can easily construct many complete Sidon sets of order 21, 22, 23.
The existence of these Sidon sets is not new; they are listed in Proposition 2.8 of [10] by
Czerwinski and Pott for n < 8. In the language of binary linear codes (see Lemma 9 in [17]),
Wagner [21] constructed the Sidon set of size 24 in GF(2)?; the uniqueness has been shown

by Simonis [20].

In the Appendix, we explain some details about the computer calculations giving the

results above.

5.3 Graphs of APN functions and gerbera configurations

Theorem 17 (Section 3in [18])Ifn € {1, ..., 5}, then all APN functions in n variables have
the same distance to affine functions:

n [ 1]2]3]| 4|5

dy(f, A |01 |4]10]25

Ifn = 6 and f is Dillon’s APN permutation, then dg (f, A) = 55.

We see that for n < 5, the Liu-Mesnager-Chen Conjecture holds. Comparing the values
2" —dy(f, A) with the maximal Sidon set sizes of Table 2, we obtain that for n < 5, and
for Dillon’s APN permutation, there is an affine function a such that Gy N G, is a maximum

size Sidon set in G, = GF(2)".

Theorem 18 We have the following values for the parameter dg (f, A).

(i) n=6:

du(f,A)=55=2-9

for all representatives of the known 14 CCZ-equivalence classes.
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(ii) n=17:
dp(3, ) =dyx®, A =117=2" - 11

for two Gold APN power functions. For the remaining 489 APN functions f, we have
du(f, A) =116 =27 —12.

(iii) n = 8:
dy(x°, A) =238 =28 — 18,

and for all other APN exponents d,
du (x4, A) =240 =28 — 16.

(iv) n =9:
dy(x?, A) > 491 =2° — 21

for all Gold exponents d = 3,5,9, 17,33, 103, 171.

In particular, the Liu-Mesnager-Chen Conjecture does not hold for n = 8, 9.

The time complexity of brute force computation of the distance dg (f, A) is 0(2”2+2")
for an (n, n)-function f. To obtain Theorem 18, we speed up the computation using the
notion of gerbera configurations.

Definition 19 In GF(2)", a w-centered gerbera configuration is a collection 7 of subsets
T, = {xi, yi,zi} SGF(2)",i = 1,...,t,such that |T;| = 3 and x; + y; + z; = w for all i.
The integer ¢ is the size of the gerbera configuration. The sets 7; are the leaves of 7.

We say that the gerbera configuration is contained in the set S if 7; € § for all i. The
affine span of a gerbera configuration is the smallest affine subspace containing it.

Lemma 20 Let S be a Sidon set in GF(2)"

(i) If (n,|S]) € {(6,9), (7,12)}, then S contains gerbera configurations of size 3, and S
does not contain gerbera configurations of size 4.

(ii) If (n,|S]) € {(8,17), (8, 18), (9, 22), (9, 23), (9, 24)}, then S contains gerbera config-
urations of size 4.

Proof Forn = 6,7, 8, one proves by a straightforward calculation using the classification of
complete Sidon sets; see Table 2. For n = 9, a simple counting argument applies. O

Lemma21 Let S be a Sidon set in GF(2)", and let T be a gerbera configuration of size t,
contained in S. Then the following hold:

(i) The leaves of T are disjoint.
(ii) The affine dimension of T is at most 2t.
(iii) Ift <4, then T has affine dimension 2t.

Proof (i) Assume x; = x; with i # j. Then y; + z; = y; + z;, which implies 7; = T; by

vi # zi. (ii) The affine span of 7 is the affine span of the 2¢ + 1 points w, x1, ¥, ..., X;, ys.
(iii) If < 3, then GF(2)*~! does not contain a Sidon set of size 3¢. By Lemma 20(i), t = 4
is not possible in affine dimension 7 or less. O
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In the remainder of this section, f : GF(2") — GF(2") is an APN function. We consider
its graph G as a subset of W = GFQ)* @ 1; Gy is a Sidon set in W (Lemma 10). For any
affine subspace X of W, Gy N X is Sidon in X.

We define the affine subspace [Ty = {(x1,...,x,,0,...,0,1) | x; € GF(2)} of W, and
the projection proj : W — I,

(X1, oo X0y Xy oo X2 D) > (X1, 000, %,,0,...,0, 1),

We denote by S the set of n-dimensional affine subspaces X of W with proj(X) = I1p. S is
precisely the set of subspaces of the form G4 = {(x, A(x), 1) | x € GF(2)"}, where A is an
affine (n, n)-function.

Lemma22 dy(f, A) <2" —sifand only ifthereisa ¥ € S such that [Z NG| > s.
Proof 2" —dy(f, A) = maxac4 |G N Gal = maxses |Z NGyl o

Proof (Proof of Theorem 18) Our strategy is to scan all w-centered gerbera configurations
in Gy of size t, where w € W\ Gy fixed,and t = 3ifn =6,7,andt = 4 forn = 8,9.
If 7 is such a gerbera configuration and X is the affine span of 7, then we define Y as the
set of all affine subspaces of dimensions n containing X. If n = 6, 8, then X itself has affine
dimension n by Lemma 21, and ¥ = {X}. For all £’ € Y we check if ¥’ N G has the
appropriate size, and proj(X’) = I1y. The "appropriate size" follows from the claims and the
fact that ' N G is a Sidon set in X',

For fixed w, these searches take a few minutes. If n = 6, then we can do the computation
forallw € W\ Gy.Forn =7, f # x3, x9, almost any choice of w will give a X with
12N Grl =12, provingdy (f, A) = 27 —12. The Gold APN functions x>, x° are monomial
and quadratic, and their automorphism groups have two orbits on W \ G . Hence, one has
to search for ¥’ only for two values of w. Similarly, if » = 8,9 and f is a Gold monomial
APN function, then the automorphism group of G has very few orbits on W \ G. The
most challenging case is when n = 8 and f(x) = x> is Kasami’s APN function. Then, the
number of orbits is 35, and the computation takes a few hours. m]

6 Conclusion

In this paper, we have made significant progress on the study of vectorial Boolean functions
and their nonlinear properties. We proved that for (2m, t)-bent functions constructed using
pre-quasifields, the distance to affine functions can be precisely determined (Theorem 1).
Furthermore, we obtained tight bounds on the distance to affine functions for specific APN
functions, including Nyberg’s Field Inverse Function and a monomial APN function of Gold
type (Theorem 2). These results provide strong evidence for the Liu-Mesnager-Chen Con-
jecture in the case of vectorial bent functions, and demonstrate its validity for certain classes
of APN functions. Our findings have important implications for cryptography, particularly in
the design of secure cryptographic primitives. Future research directions may include extend-
ing our results to other classes of functions and exploring the connections between vectorial
Boolean functions, Sidon sets, and other areas of mathematics.

@ Springer



Cryptography and Communications (2025) 17:1703-1720 1717

Appendix A Algorithms for Sidon sets in GF(2)"

We recall that the Sidon property is affine invariant. We say that the Sidon sets Sy, S of V are
isomorphic, if there is an invertible affine map of V, which maps S} to S>. Automorphisms
of the Sidon set S are isomorphisms onto itself.

Let W be a vector space over GF(2). To represent Sidon sets in W, we embed W in
W & GF(2) by € : x +— (x, 1). € induces an isomorphism between Sidon sets of W and
Sidon sets contained in W @ 1. An affine map x — xA + b will correspond to the linear

. . . |AO . . . .
transformation with matrix |: b 1i|. Since we are interested in complete Sidon sets S, we

may (and will) assume that the affine span of S is W @ 1. In this case, isomorphisms and
automorphisms S are uniquely defined by their permutation action on S.

In the computer, a Sidon set is an ordered list. Therefore we consider ordered Sidon sets,
where S[i] refers to the ith element, i = 1,...,|S|. We denote by Hg the |S| x (n + 1)
matrix whose rows are the elements of S. The last column of Hy is the all-one column vector
j- The column space of Hy is denoted by Us. The rank of Hg isn + 1, and Us is an (n + 1)-
dimensional subspace of the space (GF(2)!ShT of column vectors. For a permutation o of
{1,...,]S]}, Ps denotes its permutation matrix.

Lemma 23 Let Sy, Sy be a full rank Sidon sets of GF2)" & 1, s = [S1| = |S2|, A an
(n+ 1) x (n + 1) matrix, and o a permutation of {1, ..., s}.

(i) The (n + 1) x (n + 1) matrix A is an isomorphism Sy — S> if and only if there is a
permutation o of {1, ..., s} such that Hs; A = Py Hs,. The left action of P(;'— maps Us,
fo Us,.

(ii) The permutation o is induced by an isomorphism Si — Sy if and only if the left action
of PUT maps Us, 1o Us,.

Proof (i) and the “only if” part of (ii) are obvious. Let o be a permutation such that P’ maps
Us, to Us,. Then, the column spaces of P(;r Hg, and Hy, are equal, and there is a matrix B
with P Hs, B = Hs,. Let (by, ..., by+1) " be the last column of B. Since both P,| Hg, and

Hg, have last column j, and the matrices have full rank n + 1, we have by = --- = b, =0
and b,+1 = 1. Hence, B has shape |:2 (l)i|, and it is an isomorphism §1 — $3. ]

When the permutation o is given, the previous lemma enables a fast check if it induces
a Sidon set isomorphism. To reduce the number of permutations to be checked, we assign a
bipartite graph to the Sidon set in an invariant way. Notice that in our representation, for any
subset B of a Sidon set S, 1 < |B| < 5 implies erB x #0.

Definition 24 Let S be a Sidon set of GF(2)" & 1. We define

Ds={BCS||Bl =6, Zx:O},

xeB

and the bipartite graph I's with vertex set V(I's) = S U Dg, and edge set
ET's) ={{x, B} | x € B}.

Lemma 25 Let Sy, o be a full rank Sidon sets of GF(2)" & 1. An isomorphism o : S| — S
induces a graph isomorphism I's, — Ds,. O
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The following algorithms reduce the isomorphism problem of Sidon sets to the graph
isomorphism problem (GI). Using efficient solvers for the Graph Isomorphism Problem
(GI), we can implement a practical method to compute isomorphisms and automorphisms of
Sidon sets up to dimension 15.

Algorithm 1 Automorphism group of a full-rank Sidon set in GF(2)" @ 1.
1: function AUTSIDON(S)
2:  Compute the bipartite graph I'g

. G < AutTy)

3

4: G <« the |S|-dimensional permutation matrix action of G

5. Gg < the stabilizer of Ug in G

6:  return the (n + 1)-dimensional matrix group describing the linear action of GoonlU s
7: end function

Typically, the computation of I's takes the most time for both Algorithms 1 and 2. The
computation of a subspace stabilizer in a matrix group is challenging in general. In our case,
G = Aut(I's) is a relatively small group, and Us has a short G-orbit.

Algorithm 2 Isomorphisms between full-rank Sidon sets in GF(2)" & 1.

1: function ISOMSIDON(S{, S>)
2 Compute the bipartite graphs I'g, , I's,
3 ¢ < an isomorphism I'g, — I'g,

4: if ¢ fails then

S: return fail
6.

7

8

end if

U < the image of Us, under Py

G < Aut(T'g,)
9: G < the |S|-dimensional permutation matrix action of G
10:  if U is in the G-orbit of Uy, then

11: & < element of G which maps U to Us,
12: a < preimage of & in G

13: return o o ¢

14:  else

15: return fail

16:  endif

17: end function
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