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Abstract

Horizontally propagating chemical fronts have been studied in the acid-

catalyzed chlorite-tetrathionate reaction. Unusual cellular fingers develop in

a relatively thin solution layer. The origin of pattern formation is a double-

diffusive convection arising from the addition of a polyelectrolyte which im-

mobilizes and reversibly removes the autocatalyst hydrogen ion in a con-

trolled manner and drastically slows down the front. Convection therefore

becomes significant in the thin horizontal solution layer. To corroborate our

results we have measured the solution densities and viscosities, and deter-

mined the diffusion coefficients by PFGSE 1H-NMR.
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1. Introduction

Various types of spatiotemporal patterns surround us like corals in the

ocean, clouds, the spirals in the galaxies.[1, 2] In chemical systems, chemical

gardens[3, 4, 5, 6] and the regular precipitation bands evolving through sim-

ple precipitation reactions called Liesegang structures[7, 8, 9, 10] are known

for centuries. One of the most studied reactions yielding intriguing spa-

tiotemporal structures is the Belousov-Zhabothinsky reaction where malonic

acid is oxidized by bromate in an acidic medium.[11] A spatial excitation

in this reaction may form target patterns, spirals, or in three-dimensional

media even scroll waves.[12, 13, 14, 15, 16] Stationary spatial patterns may

also arise as a result of the difference in diffusion coefficients, like the striped

or hexagonal Turing patterns.[17, 18, 19]

One of the simplest spatiotemporal patterns is the chemical front which

develops from the coupling of an autocatalytic reaction with a transport

process.[20, 21, 22, 23] If a planar front propagates into a homogeneous re-

actant mixture, it generally maintains its symmetry. Under certain circum-

stances, however, the front may lose stability in the direction perpendicular

to the front propagation and a cellular structure evolves. The phenomenon

is termed lateral instability. If the transport process associated with the

chemical front is purely diffusion, the difference in the flux of the reactant

and the autocatalyst product can induce the loss of symmetry.[24, 25] There

are two conditions which have to be valid in order for a simple autocatalytic

front to exhibit diffusive instability: the autocatalysis has to be strong (i.e.,

the front has to be a ”pushed type”[26]) and the flux of the reactant to-

wards the front has to be greater than that of the product.[24, 25] The first
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cellular structure with small amplitude was presented experimentally in the

iodate-arseneous acid reaction when the autocatalyst iodide was bound by

cyclodextrine.[27] The cells were more pronounced when hydrogen ions were

bound to carboxylate containing hydrogels in the acid-catalyzed reaction of

the chlorite oxidation of tetrathionate in a slight chlorite excess.[28, 29, 30]

In all cases, the wavelength of the first appearing pattern was in the cm range

and appeared in the order of hours. Although in the first experimental exam-

ples the necessary difference in diffusion was achieved by reversible immobile

complex formation, it was also shown that this can be in principle achieved

by removing the autocatalyst irreversibly,[31] or even using constant external

electric field.[32, 33]

Lateral instability can also be induced when there is no difference in the

diffusion coefficients but the density changes during the reaction. In this

case, buoyancy is the major driving force and the instability is called convec-

tive instability.[1, 34] The pattern formation was characterized by dispersion

curves experimentally for the first time by Böckmann and Müller[35] in 2000

in the iodate-arseneous acid (IAA) reaction system. The density decreases

during the reaction, therefore the downward propagating fronts are stable,

while the upward propagating ones give rise to cellular patterns with an ap-

proximately 3 mm average wavelength. At the same time the results were

compared by various theoretical models.[36, 37] Yang et al.[38] have dis-

cussed the stability in terms of the so-called Damköhler number which can

characterize the density fingering in an autocatalytic reaction front in porous

medium. For a Hele-Shaw cell the Damköhler number is defined as

Da =
144Dν2k′

(∆ρg cos θ a2)2
, (1)
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where D is the diffusion coefficient of the reactant, ν is the kinematic vis-

cosity, k′ is a pseudo-first order reaction coefficient, ∆ρ = (ρp − ρr)/ρ0 is

the relative density change with ρp, ρr, and ρ0 as the density of the product,

the reactant, and the water, in turn. The orientation is given by θ which is

the angle from the vertical, g is the gravitational constant, and a is the gap

width of the cell. The decrease in Damköhler number enlarges the region

of convective instability thus the patterns evolve on a faster time scale and

their average wavelength decreases for the ascending IAA front.[39]

In a vertical slab, horizontally propagating planar fronts are also unstable

when the density either decreases[40, 41, 42, 43] or increases[44] in the course

of the reaction giving rise to a gravity current.

The pattern formation in the chlorite-tetrathionate (CT) reaction where

the kinetics of the reaction is different and the density increases through-

out the reaction (just opposite to the IAA reaction) was also investigated

quantitatively both experimentally[45] and theoretically.[38] In this system

the downward propagating fronts are hydrodynamically unstable, while in

thin solutions the upward propagating fronts are stable and retain their ini-

tial planar geometry. The effects of various physical parameters like the

orientation[45] or the gap width of the cell were investigated in detail.[46]

The change in the density[47] or the effect of solution viscosity[48] was also

discussed in the highly exothermic CT reaction.

The resultant patterns in all cases appear very similar to that in the

diffusive case but there is a significant difference in the length scale and the

time scale of the patterns. In aqueous solutions of both the IAA and the

CT reactions, the convective patterns that are of a mm scale evolve in a few
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seconds, which is two magnitude faster than the diffusive one, independently

of the chemical kinetics.

The CT reaction has also served as an example case to show the exis-

tence of migration driven instability. We have shown both theoretically and

experimentally that the appropriate external electric field may either induce

cellular pattern formation or hinder the loss of stability.[49, 50] The former is

exhibited when the electric field enhances the mixing of the reactant and the

autocatalyst, while the opposite orientation may even lead to the complete

extinction of reaction front in which case simple electrophoretic fronts arise.

In this system, the length scale is in the range of that in the diffusion-driven

scenario, the time scale, however, is significantly shorter. Again, the front is

required to be a pushed type in order to exhibit migration driven instability.

It has been shown by De Wit, Merkin and co-workers that the coupling of

the diffusive and convective cases yields new patterns.[51, 52, 53] The differ-

ence in the diffusion coefficients may give rise to convective instability in the

otherwise stable system. Our long time goal is to find the appropriate exper-

imental conditions for studying the interaction between the diffusive and the

convective instability in the CT reaction, for which we have utilized the pre-

viously successful immobile binding to a polymer. This time the carboxylate

groups are incorporated in a linear polymer instead of a cross-linked matrix

to allow macroscopic fluid motion. The first step has to be the determination

of the onset of the diffusive instability in horizontally propagating fronts in

which case convection can be negligible. We were, however, startled by a

new type of cellular pattern arising under special experimental conditions.

The cellular fronts observed are definitely not diffusively induced patterns
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and presumably are the result of convection taking place at a reaction front

propagating horizontally in a thin layer of solution. In this manuscript we

are going to show that a unique cellular convective structure can evolve due

to the difference in diffusion of the reactant and the autocatalyst.

2. Experimental

Reagent-grade chemicals (Sigma, Aldrich, Reanal) of the CT reaction

were used except for NaClO2, which was recrystallized twice as described

earlier[54] to reach at least 95 % purity. Polyacrylic acid with a 100 kDa

typical molecular weight (Aldrich) was used to prepare the sodium polyacry-

late solution which can bind the hydrogen ion produced in the course of the

reaction. A 0.30 M stock solution was prepared by measuring out sodium

hydroxide and polyacrylic acid solution in 1:1 ratio. The solutions, with com-

positions summarized in Table 1, were then prepared at room temperature

and injected into a 16 cm wide, 0.4 mm or 0.8 mm thick, and 12 cm long

reaction vessel with two 8 mm thick Plexiglas walls as shown in Fig. 1. The

cell was positioned horizontally and planar fronts were initiated electrochem-

ically by applying a 2.8 V potential difference between two Pt wires (0.25

mm in diameter) for 30 s. We monitored the traveling fronts through an

appropriate cut-off filter—to enhance the contrast between the reacted and

the fresh solutions—by a monochrome CCD camera, and frames of 768×576

pixels were digitized in 5 s intervals.

From the front position, given as the point of inflection in the gray scale

values along the direction of propagation (x coordinate), the mean front po-

sition was determined by averaging it perpendicular to the direction of the
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propagation (y coordinate). In order to characterize the evolution of front

profiles, dispersion curves—defined as the growth rate as a function of the

wave number—were constructed. One-dimensional Fourier transformation

was applied on the front profiles with a Hann-window to correct for the finite

size of the observation window. From the time evolution of the Fourier am-

plitudes the growth rates were calculated for each mode as the slope of the

linear regime as described in detail previously.[45] The cellular patterns ob-

served are characterized by calculating the spatial autocorrelation according

to[55]

Rj =

N−j
∑

i=1

(xi − x)(xi+j − x)

N
∑

i=1

(xi − x)2

, (2)

where xi is the front position, x is the average front position and N is the

number of points perpendicular to the direction of propagation. Knowing the

spatial resolution ∆y, Rj is converted to its dimensional form as Ry = ∆y Rj .

The density of the reactant and the product solution was measured by an

AP Paar DMA 58 digital density meter within 10−5 g/cm3 precision. The

viscosity of the same solution was obtained by Ostwald viscometry.

In order to determine the diffusion coefficients, we prepared 2.4 ml solu-

tion with composition in Table 1 where the concentration of sodium polyacry-

late was 25.0 mM and sodium chlorite was substituted by sodium acetate.

For the NMR measurements, deuterated water (Aldrich) in 10 % amount

was included in the solution necessary for locking the magnetic field. The

diffusion coefficients were determined by pulse-field gradient spin-echo NMR

using a Bruker Avance DRX 500 spectrometer. The combination of bipo-
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lar pulse pair longitudinal eddy-current delay (BPPLED) sequence and WA-

TERGATE sequence was used, the latter applied for the suppression of water

signal. Rectangular pulses of 0–31 G/cm gradients separated by ∆=200 ms

diffusion time were employed. The duration of gradient pulses was set to δ =

2 ms to determine the diffusion coefficient of sodium acetate and to δ = 4 ms

for the polymer. All measurements were carried out using NMR tubes with 5

mm diameter. The spectra were processed by the GIFA program package[56]

and the experimental data were evaluated with home-written codes.

3. Results and Discussion

The propagation of planar fronts in horizontal direction is first monitored

in 0.4 mm thin solution layers. In solutions containing 22.5 mM sodium poly-

acrylate, 75 % of the hydrogen ion produced during the reaction is bound

to the polymer. Under these conditions the horizontally propagating pla-

nar front is stable and it retains its geometry inherited from the initiation

as illustrated in Fig. 2(a-c). On further increasing the concentration of the

sodium polyacrylate we find the onset of diffusive instability at 27.5 mM. At

higher sodium polyacrylate concentrations, i.e., within the region of diffusive

instability, the planar front loses stability, yielding a cellular structure like in

Fig. 2(d). The cells with slightly curved leading segments are joined in sharp

cusps and the average wavelength is in the order of cm, similarly to the pre-

viously observed patterns in hydrogels containing methacrylate polymerized

into the matrix in order to bind hydrogen ion.[29] The further increase to

30 mM will only increase the amplitude of the patterns without significantly

affecting the wavelength. At these geometrical conditions, convection has a
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significant effect on the horizontal reaction fronts only if the solution layer

is positioned vertical and planar fronts are propagating either upward or

downward, similarly to the cases in our previous work.[47] In this very thin

horizontal layer, hydrodynamics may become important because the front

speed drastically decreases upon the addition of a polymer that reversibly

binds the autocatalyst produced in the course of the reaction. Even though

the density change is small and heat effects are negligible, the significant in-

crease in the chemical time scale due to the reversible binding decreases the

Damköhler number so much that convection on the shorter time scale can

alter the initial planar front geometry.

Upon a slight increase in the height of the solution layer, however, cellular

patterns shown in Fig. 3 evolve unexpectedly in a parameter range below the

onset of diffusive instability suggesting that convection may be the major

pattern forming process. In order to understand the phenomenon, we have

carried out a study where we systematically vary the amount of hydrogen

ion bound by the sodium polyacrylate via increasing the concentration of the

macromolecule. Interestingly, we have found that there is a narrow range of

polymer concentration within which a cellular pattern evolves from the initial

planar structure. The cellular pattern is very regular but has a significantly

shorter length scale than the diffusion-driven cellular front of Fig. 2(d), as

shown by their autocorrelation function in Fig. 4. Beyond the narrow range

but below the onset of diffusive instability, we find again that planar reaction

fronts retain their planar symmetry, as shown in Fig. 3(c).

The stability of a planar front is best characterized by the construction of

the dispersion curves. For a certain chemical composition, they are obtained

9



from the front profiles during the initial development (see Figs. 5 and 6).

For the system in the thinner solution layer, the planar geometry remains as

illustrated in Fig. 2(b) and all spatial modes in the corresponding dispersion

curve have negative growth rates as shown in Fig. 7. Thus, the planar front is

stable (cf. Fig. 2(b)). At slightly greater thickness, a cellular structure evolves

from the planar front as the modes with k < 6.8 mm−1 grow exponentially.

The cellular pattern observed initially is dominated by the fastest growing

mode of k = 4.5 mm−1, yielding an average wavelength of λ = 1.4 mm in

accordance with Fig. 3(b).

For a quantitative characterization of the reactant and the product so-

lution responsible for this observed unexpected behavior, we have deter-

mined both their density and viscosity, summarized in Table 2. The solutal

density change associated with the reaction exhibits only an insignificant

decrease across the range where the cellular patterns evolve. The values

(2.5−2.1)×10−4 g/cm3 fall in the same range as those observed for the clas-

sical experimental setups excluding the polymer solution.[45, 47] Although

the reaction itself is exothermic, due to the effective heat transfer from the

very thin layer of solution to the surrounding though the walls the tempera-

ture rise is less than 0.05 K. The thermal component of the density change is

therefore in the order of 10−5 g/cm3 and hence may be considered negligible

with respect to the solutal component. Because in the experimental system

the product solution is denser than the reactant, the location of the propa-

gating reaction front in the third dimension of the thin layer is expected to be

tilted from the vertical. In our system the deviation of the front orientation

from the vertical is drastically enhanced because the velocity of propagation

10



is significantly decreased by the addition of the polymer binding the auto-

catalyst as shown in Table 3. The reaction front therefore needs significantly

more time to fill the entire solution thickness in contrast to the classical sys-

tems in the absence of the polymer, where the front velocity is in the range

of 70 cm/h.[45, 46] The extent of tilting is revealed by the gray scale images

shown in Figs. 2 and 3, where a gradual change in the grayscale between the

reactant and product is observed even though the interface at the reaction

front is in fact sharp. The denser product has the expected tendency to ad-

vance on the bottom of the layer only at smaller polymer concentration; the

scenario changes upon the increase in polymer content (presented in Figs.

2(c) and 3(c)), the product now propagates ahead on the top of the layer.

For a clearer picture, the side view of the front is recorded in a separate set

of experiments in which the width of the solution layer is decreased to 1 mm.

In case of 0.4 mm height, only a slight tilting is observed (see Fig. 8(a,b))

in accordance with that seen in the wide layer: the product advances on the

bottom at lower polymer concentration and on the top at higher concentra-

tion. Increasing the height to 0.8 mm, the tilting follows the same trend but

is more pronounced, as shown in Fig. 8(c,e). In the transition zone, however,

no stable front is observed and the front geometry becomes more complicated

as revealed by Fig. 8(d). This parameter range is associated with the lateral

instability observed in the wide solution layer (cf. Fig. 3(b)).

These results imply that double diffusive convection arises in the system.

Since the thermal contribution to the density change is negligible, the dif-

ference in diffusion rate may result in the nonmonotonous change in density

in the course of the reaction, we have therefore obtained information on the
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diffusional relations present in the system.

The pulsed field gradient spin echo (PFGSE) NMR measurements allow

the monitoring of molecular displacement even in reactive systems.[57, 58]

Upon increasing the magnetic field gradient, the signal intensity (I(gB)) of

a given species obeys the classical Stejskal-Tanner equation[59]

I(gB) = I(0) exp

[

−γ2δ2g2
BD

(

∆ −
δ

3
−

τ

2

)]

, (3)

where γ is the gyromagnetic ratio of 1H, δ and gB are the strength and length

of the gradient pulse, respectively with τ being the delay between the 90◦

and 180◦ pulses in the bipolar pulse pair sequence, D is the diffusion constant

of the species associated with the signal, and ∆ is the diffusion time between

the two bipolar gradient pairs.

In our 1H-NMR measurements, acetate ion—or acetic acid in acidic medium—

acts as a probe species for small aqueous ions, besides which the indicator

bromophenol blue and the polyacrylate are detectable. Their signal separates

well in the one-dimensional spectrum as shown in Fig. 9, where acetate has

a sharp peak at 1.83 ppm, while polyacrylate is identified by a pair of wide

bands at 1.23-1.69 ppm and 1.90-2.16 ppm, respectively. Due to their sep-

aration, the intensity of each band is well described by a single exponential

attenuation with increasing gradient strength as presented for acetic acid in

Fig. 10. The diffusion coefficients obtained from the Stejskal-Tanner equation

are listed in Table 4 for measurement in basic and acidic solution with pH

corresponding to the reactant and product mixture, respectively. The signif-

icant difference between the diffusion coefficient of the probe species acetate

and the linear polymer that binds the autocatalyst is also remarkable on the

DOSY representation shown in Fig. 11. We also mention that the bromophe-
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nol blue indicator also has a small peak at 7.58 ppm, from the attenuation

of which its diffusion coefficient can be determined. The larger error in the

value for bromophenol blue indicator is associated with its smaller intensity.

Apart from showing that diffusion coefficients decrease with increasing

molecular mass, Table 4 reveals that their difference between the basic and

acidic solution is negligible even though the viscosity of the solution decreases

by ca. 20 %. With respect to the double diffusive convection, therefore

the faster diffusion rate of the autocatalyst hydrogen ion and its controlled

binding to the linear polymer with negligible diffusion are significant, since

there is no considerable difference between the diffusional relations in the

reactant and product mixture.

4. Conclusion

In this work we have shown that the addition of a linear macromolecule in

order to bind the autocatalyst in an acidic reaction front not only decreases

the velocity of propagation and therefore facilitates convective motion in very

thin solution layers but also introduces a controlled difference in the flux of

species leading to double-diffusive convection. Although the product mix-

ture is denser than the reactant throughout the applied parameter range,

the increase in the concentration of polyacrylate leads to an inversion of the

sign of the local density change at the front. As a result, in the transition

zone at sufficient solution thickness—0.8 mm in the present study—pattern

formation transverse to the direction of propagation is observed. A detailed

characterization of the system, including density and viscosity measurements,

temperature monitoring, and the determination of diffusion coefficients by
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PFGSE-NMR spectroscopy, reveals that the cellular fronts arise because the

apparent diffusion of the autocatalyst hydrogen ion is slower than that of

the reactants with the flux of the former controlled by the amount of linear

polymer applied. The observed cellular convective pattern having a shorter

characteristic length scale is distinct from the lateral diffusive instability of

the reaction front arising at higher polymer concentration in thinner layers.

This transverse instability appears only when the height of the thin layer is

not negligible, theoretical studies therefore need to construct three dimen-

sional models for the description of this phenomenon.
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[24] Horváth, D.; Petrov, V.; Scott, S. K.; Showalter, K. J. Chem. Phys.

1993, 98, 6332–6343.
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[45] Horváth, D.; Bánsági Jr., T.; Tóth, Á. J. Chem. Phys. 2002, 117,

4399–4401.
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[49] Virányi, Z.; Horváth, D.; Tóth, Á. J. Phys. Chem. A 2006, 110, 3614–

3618.
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Table 1: Composition of the reactant solution.

[K2S4O6]/mM 5.00

[NaClO2]/mM 20.00

[NaOH]/mM 1.00

[Bromophenol blue]/mM 0.16

[Sodium polyacrylate]/mM 22.5 – 26.2
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Table 2: Density and relative viscosity of solutions at various sodium polyacrylate con-

centrations.

[Sodium polyacrylate]/ ρ/(g cm−3) η/ηH2O

mM reactant product reactant product

22.5 1.00089 1.00114 1.30 1.05

25.0 1.00102 1.00124 1.34 1.04

26.2 1.00111 1.00132 1.33 1.05
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Table 3: Front velocity with solutions of different sodium polyacrylate concentrations and

solution thickness.

[Sodium polyacrylate]/ v/(cm h−1)

mM thickness: 0.4 mm thickness: 0.8 mm

22.5 8.36 ± 0.01 9.65 ± 0.01

25.0 4.54 ± 0.01 4.72 ± 0.01

26.2 3.20 ± 0.01 3.41 ± 0.01
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Table 4: Diffusion coefficients determined by PFGSE 1H-NMR.

D/(cm2 s−1)

basic solution acidic solution

acetate/acetic acid (1.21 ± 0.01) × 10−5 (1.17 ± 0.01) × 10−5

bromophenol blue (4.8 ± 0.3) × 10−6 (4.9 ± 0.2) × 10−6

polyacrylate/polyacrylic acid (3.64 ± 0.06) × 10−7 (3.57 ± 0.09) × 10−7
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Figure 1: Scheme of the Hele-Shaw cell with the assignment of the axes.

T. Rica et al., submitted to Physica D
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(a)
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(c)

(d)

Figure 2: Images of patterns with various extent of hydrogen ion binding at 0.4 mm

solution thickness. The concentration of sodium polyacrylate is (a) 22.5 mM), (b) 25.0

mM,(c) 26.2 mM, and (d) 30.0 mM. The dark region indicates the reactant solution, while

the light one the product mixture. Field of view: 4.79 mm × 1.32 mm for (a-c) and 17.8

cm × 7.38 cm for (d).

T. Rica et al., submitted to Physica D
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(a)

(b)

(c)

Figure 3: Images of patterns with various extent of hydrogen ion binding at 0.8 mm

solution thickness. The concentration of sodium polyacrylate is (a) 22.5 mM, (b) 25.0

mM, and (c) 26.2 mM. The dark region indicates the reactant solution, while the light one

the product mixture. Field of view: 4.79 mm × 1.32 mm.

T. Rica et al., submitted to Physica D
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Figure 4: The spatial autocorrelation function Ry for cellular patterns. The dashed line

corresponds to the convection-driven (0.8 mm gapwidth, Fig. 3(b)) and the solid line to

the diffusion-driven structure (0.4 mm gapwidth,Fig. 2(d)).
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Figure 5: Front profiles showing the propagation of initially planar front at ∆t = 40 s

intervals with sodium polyacrylate concentration of 25 mM and 0.4 mm solution thickness.

T. Rica et al., submitted to Physica D
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Figure 6: Front profiles showing the propagation of initially planar front at ∆t = 10 s

intervals with sodium polyacrylate concentration of 25 mM and 0.8 mm solution thickness.

T. Rica et al., submitted to Physica D
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Figure 7: Dispersion curves for horizontally propagating fronts with sodium polyacrylate

concentration of 25 mM and 0.4 mm (•) and 0.8 mm (N) gap width. The solid and the

dashed lines are drawn to aid the eye.
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(a)

Figure 8: Side view images of reaction fronts with various extent of hydrogen ion binding.

The concentration of sodium polyacrylate is (a) 22.5 mM, (b) 25.0 mM, at 0.4 mm solution

thickness, and (c) 22.5 mM, (d) 25.0 mM, and (e) 26.2 mM at 0.8 mm solution thickness.

The dark region indicates the reactant solution, while the light one the product mixture.

T. Rica et al., submitted to Physica D
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Figure 9: A one-dimensional 1H-NMR spectrum of the solution corresponding to the

reactant mixture.
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Figure 10: Signal intensity for acetic acid as a function of the gradient strength. The solid

line is the fitting according to the Stejskal-Tanner equation.
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Figure 11: DOSY spectrum of the basic solution corresponding to the reactant mixture.
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