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A B S T R A C T   

The present study examines item- and person-level factors that influence test-taking disengagement. Computer- 
based measurement of complex problem-solving was used to eliminate the effect of factual knowledge on test 
performance among first-year university students in a low-stakes context. Due to the hierarchical structure of the 
data, multilevel modeling was used to identify item- and person-level factors that influence test-taking disen-
gagement. Results suggested that item position and item difficulty have a significant effect on test-taking 
disengagement. Items presented later in test administration as well as more difficult items had a higher prob-
ability of disengaged responses. Mother’s education had no significant effect on the rate of disengaged responses, 
while a higher proportion of disengaged responses was recorded among women. The percentage of disengaged 
responses was also greater among those with lower entrance scores, lower working memory capacity and lower 
self-reported effort (SRE). To sum up, the results suggest a relationship between the level of academic ability and 
test-taking disengagement, which determines how disengaged responses are treated.   

1. Introduction 

Students’ performance on cognitive tests can be influenced by a 
number of affective factors, including test-taking motivation, in addition 
to their actual knowledge and skills (Wise et al., 2014). Several studies 
have shown that test performance among unmotivated students is 
significantly lower than that of their motivated peers (Penk et al., 2014; 
Silm et al., 2020; Wise et al., 2021). Akyol et al. (2021) argue that the 
bias in the PISA measurement due to unmotivated students’ responses is 
significant and that only half of the bias is corrected for in the data 
analysis. The stakes of the tests have a significant influence on test--
takers’ motivation to complete the test: as the stakes increase, the effort 
exerted increases; however, so does the likelihood that test-takers will 
use unethical means or that anxiety may have a negative impact on their 
performance. As the stakes and the role of the test decrease, motivation 
to complete the test may decrease proportionally, thus potentially 
affecting test-takers’ performance (Rios, 2021). 

Research suggests that test-taking effort is influenced by a number of 
factors (e.g. Rios & Soland, 2022). These factors can be divided into 
three categories: item-related, test situation-related and 
test-taker-related. Research has found some contradictory results, for 

example, on the relation between test-taking effort and ability levels 
(Deribo et al., 2021; Wise & Kong, 2005). Our research was motivated by 
the partially inconsistent results of the research. 

Data on test-taking effort have a hierarchical structure. Students’ 
item-level answers are nested in individual level and are logically 
interconnected. This interdependency, the multilevel (item- and person- 
level) feature of the data, is often ignored in test-taking effort analyses. 
We fill this gap and use a multilevel framework to broaden our under-
standing of the phenomenon of test-taking motivation by analysing the 
effects of variables at different levels and how they interact (Sommet & 
Morselli, 2021). 

1.1. Test-taking effort 

A widely used model for explaining test-taking motivation is 
expectancy-value theory (Eccles & Wigfield, 2002; Wise & DeMars, 
2005). This theory posits that a person’s motivation is a function of 
expected performance and the value of the test. Examinees’ expectations 
are influenced by (1) their perception of their own abilities and (2) the 
difficulty of the tasks. Values have four components: the attainment 
value, which is the importance of the test; the intrinsic value, measured 
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by the pleasure of completing the task; the utility value, which is the 
relation of the task to future goals; and the cost, determined by the time 
spent on the task or anxiety about the tests. Test-taking motivation is 
manifested in the effort the examinee puts into doing the test, which is 
defined as the quantity of resources used to achieve the highest possible 
score. 

Various methods can be used to measure test-taking effort. Self-report 
questionnaires were initially used, generally measuring the test-taking 
effort components on a Likert scale. Students are usually asked to rate 
their effort in doing the test after finishing it. This approach assumes that 
students’ test-taking effort represents a constant value, while a number 
of studies have found that test-taking effort tends to decrease during the 
test (Attali, 2016; Goldhammer et al., 2016; Penk & Richter, 2017; Wise 
et al., 2009). Changes in test-taking effort can also be tracked by asking 
the same questions more than once during the test. However, it is not 
possible to measure test-taking effort after each task because asking 
students to answer related questions too many times will in itself reduce 
test-taking effort. An important advantage of self-report questionnaires 
is that they are easy to use in traditional paper-and-pencil testing and 
easy to evaluate. Among their many limitations, they are subjective and 
there is no way of knowing how honest the test-takers’ responses were, 
as they can be influenced by many factors (Wise & Kong, 2005). 

The expansion of computer-based assessments has made it the basis 
for the development of response time-based methods. Response time is the 
time the test-taker spends on a given task from the time the task is 
presented until the “next” button is clicked. Response time-based 
methods assume that disengaged participants spend less time on tasks 
and therefore respond faster than their engaged counterparts (Wise & 
Kong, 2005). One of the main advantages of response time-based 
methods is that the actual behavior of the examinees is measured, not 
their perceptions. An additional advantage is that it does not require 
extra work for the examinee and changes in motivation can be tracked 
from item to item (Wise & Ma, 2012). The first step in applying response 
time-based methods is to define a threshold in a certain way. As a second 
step, if the response time is shorter than the threshold, the response is 
identified as disengaged; if it is longer, it is identified as engaged (Wise & 
Kong, 2005). The simplest way to determine the threshold is to use a 
predefined threshold (e.g. 3 or 5 s) for each item, called a constant 
threshold. However, this method can be biased, as the minimum time 
required to complete certain tasks is different from item to item. 
Therefore, item-specific thresholds have been introduced, which means 
that the threshold differs from item to item (Goldhammer et al., 2016). 
In this study, both self-report questionnaires and a response time-based 
method were used to measure test-taking effort. 

1.2. Factors influencing test-taking effort 

Research has identified several factors that influence test-taking 
effort. These factors are related to the items, the test situation and the 
test-takers. By modifying these factors, test-taking effort can be signifi-
cantly influenced. 

1.2.1. Item-related factors 
Item position. Various research results indicate that test-taking effort 

tends to decrease during the test (Attali, 2016; Nuutila et al., 2021; Penk 
& Richter, 2017; Wise et al., 2009). Multistage testing design is used in 
the most important large-scale assessments to eliminate the item posi-
tion effect (Buchholz et al., 2022; Goldhammer et al., 2016). 

Item difficulty. Research has found that test-taking effort generally 
decreases as item difficulty increases (Lindner et al., 2017; Pools & 
Monseur, 2021). Another approach is that test-takers put more effort 
into completing tasks that match their ability levels, i.e. tasks that are 
neither too difficult nor too easy (Asseburg & Frey, 2013). The optimal 
challenge provided by adaptive testing is based on ability-matched 
items, thus providing a flow experience for test-takers (Molnár, 2021). 

Item type. Students demonstrate greater test-taking effort on selected- 

response items than on constructed-response items (DeMars, 2000; Guo 
et al., 2022; Michaelides & Ivanova, 2022) because the latter are more 
cognitively demanding (Lindner et al., 2020). 

Item length. In the case of longer item stems, students show less test- 
taking effort (Setzer et al., 2013; Wise et al., 2009), which can also be 
explained by cognitive load (Wise, 2006). 

Illustrations. The use of representational pictures or illustrations in-
creases students’ test-taking effort (Lindner et al., 2017; Lindner, 2020). 
These schematic pictures represent the task and illustrate the important 
information provided in the text but do not offer any additional infor-
mation beyond what is supplied in the text (Lindner et al., 2017). In 
contrast to representational pictures, seductive details are entertaining 
and interesting but not relevant to the task (Eitel et al., 2020). Therefore, 
the use of representational pictures and the reduction of seductive de-
tails improves test-taking effort. 

1.2.2. Factors related to the test situation 
Stakes of the test. The stakes of a test indicate the consequences for the 

test-taker of their test performance (Wise, 2006). Low-stakes tests have 
no significant consequences for a person’s academic performance, while 
high-stakes tests have significant consequences (Lindner et al., 2019). 
Low-stakes tests are often correlated with lower test-taking motivation 
(Wise et al., 2014). 

Time of testing. Wise et al. (2010) investigated the effects of testing 
time related to test-taking effort. They found that test-taking effort 
decreased within a given day; that is, it was higher in the morning than 
in the afternoon. However, there was no difference in test-taking effort 
depending on when testing took place within a year. Test-taking effort 
also did not vary depending on which day of the week the testing took 
place. 

Motivational instructions. Low-stakes tests have no significant conse-
quences for students but may have significant consequences at the 
institutional or national level. Test-taking effort increased when in-
vigilators made students aware that test scores have significant institu-
tional relevance (Liu et al., 2012, 2015). 

Monetary incentives. Various studies have shown that the use of 
monetary incentives increases test-taking effort as well as test perfor-
mance (Braun et al., 2011; Wise & DeMars, 2005). Their use also appears 
in international large-scale assessments, for example, in the Programme 
for the International Assessment of Adult Competencies (PIAAC), where 
participating member countries can decide to use them (Martin et al., 
2014). Rios (2021) conducted a meta-analysis of data from 53 studies to 
investigate the methods used to increase test-taking effort. He concluded 
that the use of financial incentives has the greatest impact. The disad-
vantages of using monetary incentives are that they are costly and un-
likely to have the same motivational effect on examinees from different 
financial backgrounds (Lau et al., 2009). 

1.2.3. Person-related factors 
Ability level. Several studies have investigated the relation between 

ability levels and test-taking disengagement. Most studies concluded 
that test-taking disengagement was unrelated to ability levels (Kong 
et al., 2007; Rios et al., 2014; Wise & DeMars, 2005; Wise & Kong, 
2005), but some suggest there is a relation (Deribo et al., 2021; Rios 
et al., 2017b). 

Working memory capacity. There is hardly any literature on the 
relation between test-taking disengagement and working memory ca-
pacity. Lindner et al. (2019) investigated the factors influencing 
test-taking effort among fifth- and sixth-grade German students in a 
low-stakes science test context. It was observed that participants with a 
higher working memory capacity had a higher test-taking effort. 

Educational attainment. In PIAAC, lower educational attainment was 
associated with lower test-taking effort (Goldhammer et al., 2016, 2017; 
Wang et al., 2023). 

Gender. Various research results indicate that women are charac-
terised by higher test-taking effort than men (Goldhammer et al., 2016; 
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Wise & DeMars, 2010). According to DeMars et al. (2013), the gender 
gap is not evenly distributed. More men are at the low end of the effort 
scale than at the higher end; that is, more men with extremely low effort 
were found among test-takers, while there was not such a difference in 
effort levels among women. However, not all studies demonstrated a 
significant relationship between gender and test-taking disengagement 
(Lindner et al., 2019; Wise et al., 2009). 

Age. Test-taking effort tends to decrease with age. This trend can be 
observed for a number of age groups. Rosenzweig et al. (2019) showed a 
decrease in motivation among K–12 students. Juniors and seniors have 
lower test-taking effort than freshers and sophomores (Rios & Guo, 
2020). In the measurement of adult competencies (PIAAC), older age 
groups were characterised by lower test-taking effort (Goldhammer 
et al., 2016). 

Ethnicity. Ethnic minorities tend to show lower test-taking effort than 
the majority (Soland, 2018; Wise et al., 2021). This effect was demon-
strated by Wise et al. (2021) on tests taken by eighth-grade students in 
maths, English and science and by Soland (2018) on MAP Growth tests 
taken by fifth- to ninth-grade students. 

Native language. Test-taking effort is lower for test-takers whose 
native language is different from the test language (Deribo et al., 2021; 
Goldhammer et al., 2017; Rios & Soland, 2022). 

1.3. Research purpose, questions and hypotheses 

Research results suggest that test-taking effort depends on many 
factors. Some factors are under-researched, such as working memory 
capacity, while studies have found contradictory results for other fac-
tors, such as item difficulty, ability level and gender. Furthermore, many 
studies have not taken into account the multilevel nature of data, as they 
have focused on either the item or the person being studied. 

To address these limitations, the objective of this study was to model 
disengaged responses observed in the evaluation using hierarchical 
linear models as a function of characteristics at the level of items and 
individuals. We investigated students’ test-taking effort with self-report 
and log data-based methods using interactive tasks and situations in 
which already existing factual knowledge could not be used during the 
problem-solving process. Students’ test-taking effort was measured with 
the P+>0 % time-on-task method and by asking students to rate their 
test-taking effort. These objectives were addressed via the following 
research questions, with the following hypotheses being formulated: 

RQ1: How much of the variation in disengaged responses can be 
detected at the item and person levels? 
H1: Research suggests that disengaged responses are associated 
partly with items and partly with test-takers (Rios & Soland, 2022). 
We thus hypothesised that multilevel modeling would be warranted. 
RQ2a: Can we define item-level factors which result in disengaged 
responses? 
H2a: Research has identified various item-level factors that influence 
test-taking disengagement, such as item position, item difficulty, 
item type, item length and illustrations (Attali, 2016; Guo et al., 
2022; Lindner et al., 2020; Pools & Monseur, 2021; Wise, 2006). We 
thus hypothesised that there would be item-level factors that influ-
ence test-taking disengagement. 
RQ2b: Which item-level factors are predictive of disengaged 
responses? 
H2b: In our research, we examined two item-level factors: item po-
sition and item difficulty. According to several studies, test-takers 
exhibited higher test-taking disengagement for later tasks and for 
more difficult tasks (e.g. Penk & Richter, 2017; Pools & Monseur, 
2021). Based on these findings, we hypothesised that both factors 
would be predictive of disengaged responses. 
RQ3a: Can we determine person-level factors which result in disen-
gaged responses? 

H3a: Based on the research, there are several person-level factors 
that influence test-taking disengagement, such as ability level, 
working memory capacity, educational attainment, gender, age, 
ethnicity and native language (Goldhammer et al., 2016; Lindner 
et al., 2019; Rios et al., 2014; Soland, 2018). We thus hypothesised 
that there would be person-level factors that influence test-taking 
disengagement. 
RQ3b: Which person-level factors are predictive of disengaged 
responses? 
H3b: Our research investigated five person-level factors. A majority 
of studies have found that men show higher test-taking disengage-
ment (e.g. Wise & DeMars, 2010); hence, this is what we hypoth-
esised. Mother’s education level was an indicator of family 
background. We have found no research on the effect of mother’s 
education on test-taking disengagement, but several studies suggest 
that it has an effect on academic performance (e.g. Csapó & Molnár, 
2017). We hypothesised that test-takers with disadvantaged family 
backgrounds would demonstrate higher test-taking disengagement. 
We used the entrance score as a proxy for academic ability. Several 
studies have investigated the relationship between academic ability 
and test-taking disengagement. The results are contradictory, but 
more recent research suggests that test-taking disengagement is 
related to academic ability (e.g. Deribo et al., 2021). Therefore, we 
hypothesised that people with lower ability levels would exhibit 
higher test-taking disengagement. Based on Lindner et al. (2019) 
research, we hypothesised that people with lower working memory 
capacity would have higher test-taking disengagement. Research (e. 
g. Silm et al., 2020) has indicated that self-reported effort (SRE) 
correlates with response time-based effort, so we hypothesised that 
students who rate their effort higher would have lower test-taking 
disengagement. 

2. Materials and methods 

2.1. Participants 

The sample consisted of first-year undergraduate students who were 
commencing their studies at one of the largest Hungarian universities. 
The assessment took place just after the start of their studies. The uni-
versity has twelve faculties (e.g. faculties of humanities and social sci-
ences, natural sciences, law and medicine), all of which were included in 
the assessment. All full-time, first-year students were informed of the 
details before the assessment via the university’s learning management 
system. Participation was voluntary, but students who successfully 
completed the test received one credit as an incentive. Students who 
participated in the assessment were assigned to a specific course, Career 
Development. This was due to the administrative requirements of the 
university. A total of 1751 students (46.2 % of the target population) 
participated in the study (mean age = 19.80, SD = 1.92), 53.0 % of them 
being female. 

2.2. Data collection procedure 

The assessment was administered via the eDia system (Csapó & 
Molnár, 2019) and conducted in the main computer room of the uni-
versity learning and information center. Test administration was su-
pervised by invigilators. Students were allowed to choose their own 
schedule, so the number of participants varied between 10 and 150 at 
each session. Students who registered for the assessment were required 
to attend two-hour sessions in which they completed a complex 
problem-solving test and other cognitive tests related to learning. At the 
beginning of the test, participants were introduced to the user interface 
and given a warm-up exercise. After signing into eDia, students were 
given 60 min to complete all the tasks and the questionnaire. If they used 
up the full 45 min on the problem-solving activities, they still had 15 min 
left for the questionnaire. Students received immediate feedback on 
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their average performance after completing the test as well as detailed 
feedback a week later. 

The study rigorously conformed to the regular standards of approved 
research ethics. The research was approved by the University of Szeged 
Doctoral School IRB (No. 11/2023). However, (1) the data collection 
was an integral part of the educational processes at the university, (2) 
participation was voluntary, (3) all of the students in the assessment had 
turned 18, and (4) all of the participants confirmed with their signature 
that they understood that their data would be used for educational and 
research purposes at both the faculty and university levels. 

2.3. The problem-solving tasks 

We used a complex problem-solving test based on the MicroDYN 
approach. These tasks center on fictional situations and are thus inde-
pendent of the impact of previous school learning (Funke, 2014; Greiff 
et al., 2013). MicroDYN has proved to be a reliable and effective method 
for evaluating complex problem-solving (Greiff et al., 2013, 2018; 
Molnár & Csapó, 2018). 

The tasks are divided into two phases: the knowledge acquisition 
phase and the knowledge application phase (Greiff et al., 2013). In the 
first phase, students were asked to work out the relationships between 
the variables. They were expected to change the values of the input 
variables (e.g. two different kinds of paint) and then observe the effect of 
the changes on the values of the output variables (the color of the paint). 
It was possible to carry out this process several times because the 
number of clicks was unlimited in this phase, but the time available was 
a maximum of 180 s. Based on the information collected and inter-
preted, the relationships between input and output variables were 
drawn on the concept map displayed on the screen (Molnár & Csapó, 
2018). In the second phase, based on the information obtained, students 
were asked to reach the predefined values of the output variables by 
changing the values of the input variables. In the second phase of the 
test, they were given a time limit of 90 s, with a maximum of four trials, 
i.e. four ways to configure the input variables. The test consisted of ten 
increasingly complex tasks, i.e. more and more input and output vari-
ables and an increasing number of relations. The reliability of the tasks 
was good (α = 0.88). 

In this study, we focused on data collected during the first phase of 
the problem-solving process, as we were less limited by the maximum 
time, an important indicator of test-taking effort. Consequently, the time 
data differed between students to a greater extent than the log data 
collected in the second phase of the problem-solving process. 

2.4. Data collected 

Two distinct methodologies were integrated to quantify test-taking 
effort: the questionnaire-based self-report design and the time-on-task- 
based approach. Students were requested to evaluate their test-taking 
effort (self-reported effort; SRE) based on a statement (“I put a lot of 
effort into the tasks”) using a five-point Likert scale ranging from 1 (not 
true at all) to 5 (completely true). Previous research has shown that test- 
taking effort decreases during the test (Penk & Richter, 2017; Wise et al., 
2009); therefore, we administered the self-report questionnaire six times 
during the cognitive examination to obtain a more accurate value. The 
initial assessment was conducted after the warm-up task, followed by 
four subsequent evaluations after every other problem scenario and 
finally after the last problem. 

In response to time-based methods, the metric measured refers to the 
amount of time spent by the respondent on a given task, usually referred 
to as time-on-task. If the response time for an item is less than the 
threshold, it is considered a non-effortful response. If greater than or 
equal to the threshold, it is considered an effortful response. Based on 
the work of Wise and Kong (2005), the following relationship is used to 
measure the disengaged response associated with item i and examinee j: 

disengaged responseij =

{
1, if RTij < Ti
0, if RTij ≥ Ti

, (1)  

where Ti = threshold value for item i and RTij = response time for item i 
and examinee j. 

In our study, we applied the proportion correct greater than zero (P+>0 
%) method. For assessments using the multiple-choice format, it is worth 
noticing that the probability of a correct answer is indeed greater than 
zero due to random guesses being taken into account. Specifically, for an 
item with five possible answers, the probability of a correct answer is 
about 0.2. In cases where examinees do not choose from a set of options 
but have to construct their own answers, the probability of randomly 
selecting the correct answer is zero. To determine the threshold P+>0 
%, the responses are sorted in increasing order of the time taken to 
respond. The threshold is defined as the shortest response time at which 
the first correct answer is obtained (Goldhammer et al., 2016). 

2.5. Variables 

The variables included in the analysis were those that have been 
found to influence test-taking effort in previous studies. These factors 
are discussed separately at the item and test-taker levels. The testing 
conditions were constant, so test situation-related factors were not 
included in the analysis. Table 1 presents the characteristics of the 
variables included in the analysis. 

2.5.1. Item-related variables 
Item position. To examine the effect of item position, the sequence 

number of items within the test was coded as an independent variable. 
Item position ranged from one to ten. 

Item difficulty. In this study, item difficulty was calculated by dividing 
the correct responses for a given item by the total responses, so the 
higher the value, the easier the question. Item difficulty ranged between 
0.273 and 0.824. 

Table 1 
Variables included in the analysis.  

Variables Level Description Values Measurement 

Disengaged 
response 

Item Outcome variable 0, 1 Dichotomous 
Disengaged responses 
for a given item and 
test-taker 

Item position Item The sequence number 
of items within the test 

1–10 Scale 

Item difficulty Item Rate of correct 
responses for a given 
item out of total 
responses 

0–1 Scale 

Gender Person Demographic predictor 
variable representing 
students’ gender. 

0 = male Dichotomous 
1 =
female 

Mother’s 
education 

Person Demographic predictor 
variable representing 
mothers’ education. 

0 =
ISCED 
0–1 

Ordinal 

1 =
ISCED 2 
2 =
ISCED 
3–5 
3 =
ISCED 
6–8 

Entrance score Person Students’ entrance 
score 

280–500 Scale 

Working 
memory 
capacity 

Person Students’ visual 
memory capacity 

0–16 Scale 

Self-reported 
effort 

Person Students’ self-reported 
effort, SRE 

1–5 Scale 

Notes: Item = Level 1; Person = Level 2. 
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2.5.2. Person-related variables 
Gender. Student’s self-reported gender was coded as a dichotomous 

variable to examine the effect of gender (male = 0; female = 1). 
Family background. Family background was represented by mother’s 

education level. To our knowledge, the effect of mother’s education on 
test-taking effort has not been investigated, but several studies suggest 
that it has an effect on academic performance (Csapó & Molnár, 2017; 
Rodríguez-Hernández et al., 2020). We therefore included it in the 
analysis. Mother’s education was coded as: 0 = ISCED 0–1; 1 = ISCED 2; 
2 = ISCED 3–5; 3 = ISCED 6–8. 

Entrance score. In Hungary, the entrance score is partly based on 
academic results and partly on the results of the Matura examinations. 
The entrance score was included as a continuous variable and ranged 
from 280 to 500, with a mean of 399.52 (SD = 47.45). 

Working memory. In this study, working memory capacity was 
measured using visual memory tasks, ranging from 0 to 16, with a mean 
of 9.98 (SD = 3.17). 

Self-reported effort. A Likert-scale questionnaire related to students’ 
effort ranges from 1 to 5, with a mean of 4.31 (SD = 0.93). 

2.6. Data analysis: multilevel modeling 

Multilevel data means that data structures are “nested”. In multilevel 
modeling, variables can be identified at any level of the hierarchy. The 
lowest level (Level 1) is typically the level of individuals. Therefore, in 
educational research, we mostly investigate students who attend 
different classes or schools. In hierarchical data structures, the individ-
ual observations are usually not independent. For example, pupils at the 
same school are generally more similar to each other compared to other 
students, due to the selection processes and the impact of the school. As 
a result, traditional statistical methods are biased, which can be 
addressed by multilevel modeling (Hox et al., 2017). 

In our research, item-level variables were included at Level 1 and 
student-level variables at Level 2 by fitting a two-level random-in-
tercepts model. We did this by nesting the disengaged responses to item i 
within examinee j for Yij, which is a dichotomous variable where 1 =
disengaged response and 0 = effortful response. The theoretical equa-
tions were as follows: 

Level 1 : Yij = β0j + εij (2)  

Level 2 : β0j = γ00 + μ0j (3)  

Combined : Yij = γ00 + μ0j + εij (4) 

In Eq. (2), the disengagement of item i in student j (Yij) can be 
modelled as a function of the mean disengagement for student j (β0j) plus 
a residual term that reflects individual item differences around the mean 
of student j (εij). In Eq. (3), the mean disengagement for student j (β0j) is 
modelled as a function of a grand-mean disengagement (γ00) plus a 
student-specific deviation from the grand mean (μ0j). Substituting Eq. 
(3) into Eq. (2) yields the combined multilevel equation (Hox et al., 
2017; Peugh, 2010). 

As a first step in the analysis, we built an empty model (with no 
predictor variables) with twofold objectives: first, to determine how 
much of the variation in the output variable is associated with item and 
person level, and, second, to decide whether multilevel modeling is 
really needed. Based on the model, we calculated the intraclass corre-
lation coefficient (ICC) (Hox et al., 2017; Sommet & Morselli, 2021). 

ICC =
Between − cluster variance

Total variance
=

var
(

μ0j

)

var
(

μ0j

)
+ var

(
εij
) (5) 

As shown in the equation above, the ICC corresponds to the pro-
portion of the variance between test-takers var

(
μ0j

)
in the total variance 

var
(

μ0j

)
+ var

(
εij
)
. The ICC represents the degree of similarity of ob-

servations belonging to the same test-taker and can vary between 0 and 
1. A value of 0 indicates that test-taking effort is completely independent 
of the test-takers: all test-takers put in the same amount of effort; that is, 
there is no difference between them. A value of 1 indicates perfect 
interdependence among test-takers. In this case, the observations are 
completely dependent on test-takers: a given test-taker exerts the same 
effort on all items; that is, there is no variation between items (Peugh, 
2010; Sommet & Morselli, 2021). An ICC value of 0.01 can be inter-
preted as small homogeneity among test-takers, 0.05 as medium and 
0.20 as high (Sommet & Morselli, 2021). 

Another metric for deciding whether the multilevel model is justified 
is the design effect (DEFF): 

DEFF = 1 + (n − 1)⋅ICC (6)  

where n is the average number of items (Sommet & Morselli, 2021). 
DEFF is a measure of how different a multilevel sample is from a simple 
random sample. DEFF can vary between 1 and n, from no difference to a 
maximum difference. When DEFF exceeds 1.5, the use of a hierarchical 
structure is reasonable (Lai & Kwok, 2015). 

The random intercept model was the most appropriate after testing 
various models: 

Yij = γ00 + γ01mother eduj + γ02genderj + γ03entrance scorej + γ04WMj

+ γ05SREj + γ10item positionij + γ20item diffij + μ0j + εij

(7)  

where mother eduj represents mother’s education, genderj is a dummy- 
coded variable of the examinee’s gender, entrance scorej is the stu-
dent’s entrance score, WMj is the student’s working memory, SREj is the 
student’s self-reported effort, item positionij is the sequence number of 
items on the test, and item diffij is the rate of correct responses for a given 
item out of total responses. 

3. Results 

3.1. Results for research question 1 (RQ1): how much of the variation in 
disengaged responses can be detected at the item and person levels? 

The ICC value for the degree of similarity of observations for the 
same test-taker was 0.227, meaning that 22.7 % of the variance in test- 
taking disengagement occurs between students. DEFF = 3.043 was 
above 1.5, meaning that multilevel modeling was justified. 

3.2. Results for research questions 2a and 2b (RQ2a and RQ2b): can we 
define item-level factors which result in disengaged responses? Which item- 
level factors are predictive of disengaged responses? 

Two item-level predictors were included in the analysis to investi-
gate influencing factors in test-taking disengagement. Both item-level 
predictors, item position and item difficulty, were shown to be signifi-
cant for test-taking disengagement. There is a positive relation between 
item position and test-taking disengagement; that is, the later the items, 
the greater the disengagement. Due to the definition of item difficulty, it 
takes a lower value for more difficult items. This means that the value for 
disengagement is higher for the more difficult items (Table 2). 

Table 2 
Item-level predictors of disengaged responses.  

Item-level predictors Estimate SE p 

Item position 0.004 0.001 < 0.001 
Item difficulty - 0.048 0.008 < 0.001 

Note: Item = Level 1. 
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3.3. Results for research questions 3a and 3b (RQ3a and RQ3b): can we 
determine person-level factors which result in disengaged responses? Which 
person-level factors are predictive of disengaged responses? 

To investigate influencing factors in test-taking disengagement, five 
person-level predictors were included in the analysis. Among the person- 
level predictors, mother’s education had no significant effect on test- 
taking disengagement, but the effects of gender, entrance score, work-
ing memory and self-reported effort were considered to be significant. 
Higher levels of disengagement were found among females, students 
who scored lower on the Matura exam and working memory tasks, and 
those who rated their effort lower (Table 3). 

4. Discussion 

The main aim of this study was to investigate item- and examinee- 
level predictors of test-taking disengagement. In the context of com-
plex problem-solving assessment among first-year students, results 
suggest that test-taking disengagement is an existing issue because 11.7 
% of test-takers demonstrated test-taking disengagement in at least one 
case and 2.3 % of items were disengaged. The percentage of disengaged 
responses was relatively low (Lee & Chen, 2011; Rios & Soland, 2022; 
Wise et al., 2021). The reason for this is presumably that, although it was 
a low-stakes test, it was administered at the start of participating stu-
dents’ university studies and they were curious about their strengths and 
weaknesses. It follows that item- and examinee-level predictors also 
showed low values. 

Research question 1 (RQ1). How much of the variation in disengaged 
responses can be detected at the item and person levels? 

The measure of variance between examinees, as represented by the 
ICC, is 0.227. This means that 22.7 % of the variance in test-taking 
disengagement was explained by variance between students. Accord-
ing to Sommet and Morselli (2021), this represents a high level of ho-
mogeneity among examinees. This high degree of homogeneity can be 
explained by the relatively low level of test-taking disengagement, with 
the majority of students (88.3 %) exhibiting completely engaged 
test-taking behavior. 

Data on examinees’ test-taking effort are hierarchically structured. 
The item-level responses are nested in the individual level of the test- 
takers and are logically interconnected. The multilevel nature of data 
is often ignored when analysing test-taking effort. Our results suggest 
that the use of multilevel modeling is warranted. Understanding the 
phenomenon of test-taking disengagement can be enhanced by ana-
lysing the impact of different levels of variables and their interactions. 

Research questions 2a and 2b (RQ2a and RQ2b). Can we define 
item-level factors which result in disengaged responses? Which item-level 
factors are predictive of disengaged responses? 

In our research, disengagement increased as item position increased. 
Various studies have investigated possible changes in motivation during 
testing and their impact on examinees’ test-taking engagement. Test- 
taking motivation may increase or decrease during the test. Increases 

can be interpreted as flow (Csikszentmihalyi, 2014). In a low-stakes 
testing context, however, it is more likely that test-takers show a 
decrease in motivation (Attali, 2016; Nuutila et al., 2021; Penk & 
Richter, 2017; Wise et al., 2009). The decline is well interpreted by the 
process model of self-control depletion (Inzlicht et al., 2014). According 
to the model, people want to reach an optimal balance between 
“have-to” and “want-to” goals. “Have-to” goals refer to duties that must 
be performed. In contrast, “want-to” goals refer to relaxing activities 
that we like to do. After hard work over a period of time, motivation 
changes from “have-to” goals to “want-to” goals. This model is sup-
ported by various research. Lindner et al. (2018) investigated changes of 
state self-control capacity and test-taking effort during a test. The re-
searchers observed that a decrease in state self-control capacity corre-
lated with a decrease in test-taking effort over the course of the test. In 
another study, decreased self-control capacity among students during 
testing was associated with increased fatigue (Lindner et al., 2019). In a 
different study, Lindner and Retelsdorf (2019) found that students who 
reported high self-control depletion on a given test were less motivated 
to work on the next test. These results suggested that focusing attention 
during testing requires self-control, which can lead to mental fatigue, 
which is closely related to changes in test-taking effort. 

Several studies have examined the effects of item difficulty on test- 
taking disengagement. Rios and Guo (2020) examined critical thinking 
in four countries on a 45-minute computer-based assessment consisting 
of 26 multiple-choice items. Examinees showed higher levels of disen-
gagement for items with higher perceived difficulty. Analysing data 
from the Canadian sample of the PIAAC Cycle 1, Goldhammer et al. 
(2017) demonstrated a positive effect between item difficulty and 
test-taking disengagement. Barry and Finney (2016) investigated 
test-taking effort in low-stakes contexts across five consecutive tests. The 
first difficult cognitive test was followed by non-cognitive and affective 
measures. Self-reported test-taking effort was lowest for the first test, 
which was the longest and most difficult test. A plausible reason for this 
tendency is that, because of the low probability of success, examinees 
may tend to become unmotivated when they are faced with difficult 
tasks (Schunk et al., 2008). According to other research, test-takers put 
more effort into completing a test that matches their abilities, that is, one 
that is neither too difficult nor too easy (Asseburg & Frey, 2013). This 
can be explained by the flow, as tasks that are too easy are not chal-
lenging and tasks that are too difficult are too challenging (Csikszent-
mihalyi, 2014). Our results were in line with the research, with the 
proportion of disengaged responses increasing as the test progressed. 

The increase in test-taking disengagement during the test and higher 
disengagement on more difficult items implies that more attention 
should be paid to developing low-stakes tests. Research has identified a 
number of interventions that can be used to motivate academically 
unmotivated students. Rios (2021) classified these factors into four main 
categories: (1) modifying test design, (2) providing feedback, (3) 
modifying test relevance and (4) providing external incentives. Test 
design can be modified by presenting test-takers illustrations (Lindner 
et al., 2017), as well as tasks that are moderately difficult (Pools & 
Monseur, 2021), not too mentally taxing (DeMars, 2000) and intrinsi-
cally interesting (Attali & Arieli-Attali, 2015). Giving feedback increases 
test-takers’ motivation if it is timely and relevant (Wise & DeMars, 
2005). The relevance of tests can be modified by increasing the stakes of 
the test, but this can also lead to cheating and anxiety (Wise & DeMars, 
2005). Another approach is for invigilators to make students aware of 
the institutional importance of test performance (Liu et al., 2015). In a 
meta-analysis of data from 53 studies, Rios (2021) observed that the use 
of financial incentives has the greatest impact on increasing motivation. 

Research questions 3a and 3b (RQ3a and RQ3b). Can we determine 
person-level factors which result in disengaged responses? Which person-level 
factors are predictive of disengaged responses? 

Various research results indicate that males show greater test-taking 
disengagement than females. Wise and DeMars (2010) examined 

Table 3 
Person-level predictors of disengaged responses.  

Person-level predictors Estimate SE p 

Gender 0.013 0.004 0.002 
Mother’s education = 0 - 0.008 0.059 0.886 
Mother’s education = 1 0.029 0.017 0.090 
Mother’s education = 2 0.011 0.012 0.365 
Mother’s education = 3 0.013 0.012 0.293 
Entrance score - 0.001 < 0.001 < 0.001 
Working memory - 0.002 0.001 0.014 
Self-reported effort - 0.011 0.002 < 0.001 

Note: Person = Level 2. 
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test-taking efforts among first- and second-year university students 
using a low-stakes oral communication test. Test-taking disengagement 
was greater for male students than for their female peers in both grades. 
In a critical thinking assessment, males demonstrated higher rates of 
disengagement than females (Rios & Guo, 2020). According to DeMars 
et al. (2013), the gender gap is not evenly distributed. More men are at 
the low end of the effort scale than at the higher end; that is, more men 
with extremely low effort were found among test-takers, while there was 
not such a difference in effort levels among women. 

Not all studies have shown a significant relationship between gender 
and test-taking disengagement. Lindner et al. (2019) investigated 
test-taking effort on a scientific literacy test among fifth- and sixth-grade 
students in Germany. The link between gender and test-taking effort was 
not significant. Wise et al. (2009) employed a natural world assessment 
test to assess the quantitative and scientific reasoning proficiencies of 
university students in a low-stakes context. No significant relationship 
was found between gender and test-taking effort in this study either. In 
the PIAAC Cycle 1 sample, males and females did not differ significantly 
in disengagement in numeracy and problem-solving, but disengaged 
responses in literacy were slightly higher for males (Goldhammer et al., 
2016). In our research, females demonstrated higher levels of disen-
gagement than males. A possible reason for this is that males are 
generally better at problem-solving than females (e.g. Csapó & Molnár, 
2017) and are therefore better suited to these tasks. 

A fundamental question is whether there is a relationship between 
academic ability and test-taking disengagement. The results are mixed 
and of substantial practical importance. In order to investigate this 
question, many studies have compared the total proportion of disen-
gaged responses (response time effort; RTE) and ability measurement 
(such as SAT score and GPA). According to most studies, test-taking 
disengagement is unrelated to ability scores (Kong et al., 2007; Rios 
et al., 2014; Wise & DeMars, 2005; Wise & Kong, 2005), but some 
studies have reached different conclusions. 

Rios et al. (2017)b) investigated a 108-item university-level ETS 
Proficiency Profile test that assesses critical thinking, mathematics, 
reading and writing among first-year students (n = 1322). They 
employed five threshold methods (3 s, NT15, NT20, NT25 and visual 
inspection) and found that motivated students’ SAT scores were signif-
icantly higher than those of unmotivated peers with every method. Ef-
fect size varied between d = 0.34 and d = 0.51 depending on the 
method. Wise et al. (2009) used a multiple-choice test to assess the 
quantitative and scientific reasoning proficiencies of university students 
in a low-stakes context. A lower proportion of higher-ability students’ 
responses were disengaged. Deribo et al. (2021) employed 
multiple-choice and complex multiple-choice items to assess ICT literacy 
among young adults (N = 4960) and showed that lower-ability exam-
inees tend to be disengaged more frequently. 

The practical significance of the question raised above is how to 
address disengaged behavior. A widely used method to deal with dis-
engaged responses is motivation filtering, where either disengaged re-
sponses or all data from disengaged test-takers are deleted, leaving only 
engaged data in the sample and only taking these into account. Rios 
et al. (2017)b) developed the term response-level filtering to refer to the 
former type of motivation filtering and examinee-level filtering to refer to 
the latter. In the case of examinee-level filtering, a person can be clas-
sified as unmotivated if the percentage of disengaged responses exceeds 
a predefined threshold, usually 10 % (Wise & Kong, 2005). 
Examinee-level filtering is based on the assumption that disengaged 
response behavior is unrelated to test-takers’ true ability. If this 
assumption is not correct, then deletion of respondents of higher or 
lower abilities will lead to bias (Rios et al., 2017). In our research, 
lower-ability examinees exhibited higher test-taking disengagement, 
suggesting that there is a relation between academic ability and 
test-taking disengagement. This implies that item-level filtering should 
be preferred to examinee-level filtering. 

Previous research indicates that working memory capacity is crucial to 

students’ problem-solving performance (Bull & Lee, 2014; Lindner et al., 
2017). Lindner et al. (2019) found that working memory capacity 
significantly influenced test-taking disengagement in a low-stakes 
testing context. Our research yielded similar results: examinees with 
higher working memory capacity had lower test-taking disengagement. 
Research has demonstrated that working memory capacity is not fixed 
and can be improved in various ways (e.g. Brady et al., 2016). Students’ 
working memory enhancement may be a good method to increase 
test-taking effort. 

Most studies have used one method (self-reported or time-on-task- 
based) to examine test-taking effort. There are relatively few studies 
that have used both methods simultaneously on the same sample. Time- 
on-task-based effort showed significant correlations with self-reported 
effort (Rios et al., 2014; Silm et al., 2020; Wise & Kong, 2005). In our 
research, students who rated effort higher demonstrated lower levels of 
test-taking disengagement, which is consistent with the research. 
Self-reported questionnaires tend to provide the big picture, while 
response time-based methods enable item-by-item tracking of 
test-taking effort (Wise & Ma, 2012). This implies that if digital-based 
testing is applied, response time-based methods are preferable. 

5. Limitations 

Our study has a number of limitations. One was that the test con-
sisted entirely of interactive problem-solving tasks. Research has found 
that subject matter has an effect on test-taking disengagement, so it is 
conceivable that we would obtain different results for different subject 
matter. Another important limitation is that convenience sampling was 
used at university level and the sample consisted exclusively of first-year 
university students who were willing to participate in the study. A 
further limitation is that test-taking disengagement was investigated in 
the knowledge acquisition phase, whereas this phase is not applicable to 
most tests, which mainly involve the knowledge application phase. The 
final limitation is that the test was carried out in a low-stakes context but 
with a relatively low proportion of disengaged responses. 

6. Conclusions 

The main objective of our research was to examine item- and person- 
level factors that influence test-taking disengagement, as the research 
has been contradictory as regards a number of factors. Multilevel 
modeling allows these factors to be identified more precisely. Among the 
predictors, item-level factors are remarkable because they can be 
changed to influence the motivation of examinees to do a test. Tests that 
are too long and items that are too difficult will lead to higher test-taking 
disengagement. Among the person-level factors, test-taking disengage-
ment was predicted by gender, entrance score, working memory and 
self-reported effort. 

As for the educational implications, the entrance score is of partic-
ular importance, as it is a proxy for academic ability. The method of 
dealing with disengaged responses is essentially determined by whether 
there is a relationship between academic ability and test-taking disen-
gagement. Our research suggests that there is indeed such a relationship, 
with lower-ability examinees showing greater test-taking disengage-
ment. According to our research, item-level filtering should be preferred 
to examinee-level filtering. 

Due to the test design, we were not able to include all moderators of 
interest in our analysis. Among the factors not investigated, item type is 
worth considering in future research. Studies have found that test-taking 
effort is higher for selected response tasks than for constructed response 
tasks (e.g. DeMars, 2000). However, there are many types of 
selected-response tasks that have not been extensively studied in rela-
tion to test-taking effort. 
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exploration strategies in computer-simulated complex problem environments: A 
latent class approach. Computers and Education, 126(February), 248–263. https:// 
doi.org/10.1016/j.compedu.2018.07.013 

Greiff, S., Wüstenberg, S., Molnár, G., Fischer, A., Funke, J., & Csapó, B. (2013). Complex 
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