
PHYSICAL REVIEW A 99, 043424 (2019)

Photodissociation dynamics of the LiF molecule: Two- and three-state descriptions
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The photodissociation of the lithium fluoride molecule gathered much attention lately. Theoretical works
treating this subject usually consider the 1 1�+ and 2 1�+ electronic states, which are coupled nonadiabatically.
As a continuation of a previous work, we intend to highlight the importance of the 1 1� state by investigating the
kinetic energy and angular distribution of the photofragments. Besides, our results pointed out the importance of
the molecular rotation.
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I. INTRODUCTION

Understanding the behavior of atoms and molecules in a
laser field is an intensively studied area. There are a huge
amount of theoretical and experimental works available which
have discussed numerous new phenomena of light-matter
interaction such as high harmonic generation [1,2], above
threshold ionization [3], dissociation [4], bond softening and
hardening effects [5–9], etc. Many of these works tackle the
dynamical problems of diatomic systems, starting investiga-
tions from the simplest hydrogenlike ions or molecules (see,
for example, Refs. [10–14] and references therein) to many-
electron objects [15–24].

The bond hardening or vibrational trapping effect can be
well understood using the dressed state or light-induced po-
tential (LIP) representation which involves the nuclear degree
of freedom (most commonly the molecular vibration) in the
treatment of diatomic molecules [25,26]. This phenomenon
can also be named as light-induced avoided crossing (LIAC)
[27,28]. By further extending the model and incorporating
a second degree of freedom into the theoretical description
one can arrive to the so-called “light-induced conical inter-
section” (LICI) situation [27,28]. The rotational coordinate
can serve as a second degree of freedom as the laser rotates
the molecule. It has been demonstrated that similarly to the
natural conical intersection (CI) situation [29–33], the LICI
gives rise to a variety of nonadiabatic phenomena, as well.
Theoretical and experimental studies have pointed out that
the LICIs have significant impact on the different dynamical
properties (like molecular spectra, molecular alignment, or
photodissociation probability, etc.) of diatomic [14,34–40]
and polyatomic molecules [41–43].

In one of our former works [44] we have studied the LiF
molecule which belongs to the family of alkali-metal halides.
There have been a vast number of theoretical works dealing
with the photodissociation problem of this molecule (see,
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for example, Refs. [44–53] and references therein). During
our investigations [44] we emphasized the role played by
the lowest-lying � electronic state in the photodissociation
process of the molecule discussing the population dynamics.
Among others, we compared results obtained treating only
the vibrational motion (LIAC situation) with ones also con-
sidering the rotation (LICI situation) of the molecule placed
in an off-resonant continuous wave (CW) laser field. In the
latter case we found a suppression of the recently reported
[53] wave-packet confinement effect.

This paper is devoted to further investigate the dynamics
of the system under the action of an off-resonant driving
field and provide a deeper understanding of the undergoing
processes analyzing the angular distribution and the kinetic
energy release (KER) spectra of the photofragments.

The article is arranged as follows. In the next sec-
tion, we present the background required for our theoreti-
cal study. Here, we discuss the working Hamiltonian, the
time-dependent electric field of the applied laser pulses, the
physical quantities under investigation, and the method used
to compute the propagation of the quantum wave packets
employing the working Hamiltonian. The third section is
dedicated to present the results and discussion of the kinetic
energy release spectra (KER) and the angular distribution of
the photofragments. Finally, the last section summarizes our
findings.

II. PHYSICAL SITUATION AND METHODS

During our numerical simulations, the LiF molecule is
modeled either as a three-level system employing the three
lowest-lying singlet electronic states, namely, 1 1�+, 2 1�+
and 1 1�+ (labeled throughout the paper as �1, �2, and
�1) or a two-level system, where only the 1 1�+ and 2 1�+
states are considered. The corresponding potential energy
curves are presented in Fig. 1(a). An important feature of
the system is the avoided crossing (AC) between the V�1 and
V�2 potential curves around R ∼ 7.2 Å. The corresponding
intrinsic nonadiabatic coupling term [τ (R) = 〈ϕ�1 | ∂

∂Rϕ�2〉]
is also plotted here. Figures 1(b) and 1(c) present the
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FIG. 1. (a) The lowest three adiabatic potential energy curves of
the LiF molecule and the nonadiabatic coupling term τ (R) between
the two � states (scale is on the right side). (b) The transition dipole
moment functions between the different electronic states. (c) Perma-
nent dipole moment functions of the three adiabatic electronic states.

transition [μi j (R) = −〈ϕi|
∑

k rk|ϕ j〉] and the permanent
[μi(R) = −〈ϕi|

∑
k rk|ϕi〉] dipole moments (i, j ∈ {�1, �2,

�1}), respectively. An essential difference among the tran-
sition dipole moments (TDM) is that �μ�1�2 is parallel with
the molecular axis while the ones corresponding to the �-�
transitions are perpendicular. In contrast, all permanent dipole
moments (PDM) are parallel with the molecule.

Computation of the above electronic structure quantities
of LiF have been carried out with the MOLPRO [54] pro-
gram package at the MRCI/CAS(6/12)/aug-cc-pVQZ level
of theory. In particular, the τ (R) has been computed by
finite differences of the MRCI electronic wave functions.
The number of active electrons and molecular orbitals in the
individual irreducible representations of the C2v point group
were A1 → 2/5, B1 → 2/3, B2 → 2/3, A2 → 0/1. With
these parameters, we could achieve a good agreement with
the results of other studies [55,56].

Theoretical works found in the literature almost exclu-
sively treat the LiF molecule as a two-level system, consid-
ering only the two lowest-lying � states. Figure 1 shows,
however, that the �1 state is energetically very close to the
�2 state, making it indispensable when interpreting exper-
imental data. Moreover, as both the μ�1�2 and μ�1�1 are

nonzero around the Franck-Condon region, it is expected that
both the �2 and �1 states to be populated by a suitably
tuned short laser pulse. These observations motivated us to
investigate the effect of the �1 state on various experimen-
tally measurable physical quantities of the photodissociation
process.

A. Working Hamiltonian

To describe realistically the LiF molecule, all dipole mo-
ments mentioned above are included in the calculations. Ac-
cordingly, the time-dependent nuclear Hamiltonian for the
three-state system reads as

Ĥ =
(

− 1

2Mr

∂2

∂R2
+ L2

θ

2MrR2

)
· 1 +

⎛
⎜⎝

V�1 0 K

0 V�1 0

−K 0 V�2

⎞
⎟⎠

− E (t )

⎛
⎜⎝

μ�1 cos(θ ) μ�1�1 sin(θ ) μ�1�2 cos(θ )

μ�1�1 sin(θ ) μ�1 cos(θ ) μ�1�2 sin(θ )

μ�1�2 cos(θ ) μ�1�2 sin(θ ) μ�2 cos(θ )

⎞
⎟⎠.

(1)

Here, the first term describes the kinetic energy of the sys-
tem with R and θ (the angle between the laser polarization
direction and the molecular axis) being the vibrational and
rotational coordinates, respectively. The 1 denotes the 3 × 3
unit matrix, Mr is the reduced mass, while Lθ is the angular
momentum operator with m = 0. The second term contains
the potentials of the electronic states and the intrinsic nona-
diabatic coupling operator K associated with the �1 − �2

avoided crossing. We employed an approximated form of this
operator K (R) ≈ 1

2Mr
[2τ (R) ∂

∂R + ∂
∂Rτ (R)] [57], with τ being

the nonadiabatic coupling term presented on Fig. 1(a). The
last term in the expression of Ĥ describes the laser-matter
interaction in the dipole approximation with the PDMs on the
diagonal and the TDMs in the off-diagonal positions of the
dipole matrix, while E (t ) represents the applied laser field.
In case when only the �1 and �2 states are considered, i.e.,
the two-state description, all terms related to the �1 state
are dropped from the working Hamiltonian. Unless speci-
fied otherwise, atomic units with e = me = h̄ = 1 are used
throughout the article.

Equation (1) describes the three-state rotating-vibrating
molecules, hence, the calculations involving it are named
three-state two-dimensional (2D) simulations. We also inves-
tigated the case when the rotational motion is frozen leading
to the so-called one-dimensional (1D) simulations. In this
case, the θ dynamical variable of Eq. (1) becomes a parameter,
and for obtaining a correct comparison with the 2D results
an averaging over numerous calculations for the different θ

values is performed. There is a significant difference between
the two descriptions. As a result of the noncrossing rule, the
1D approach which only takes into account the single internal
vibrational degree of freedom of the diatomic molecule is
able to represent light-induced avoided crossings (LIACs).
In contrast, treating the angle θ as a dynamical variable
provides the second degree of freedom necessary for the two-
dimensional “branching” space in which light-induced conical
intersections (LICIs) can exist.
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B. Floquet description

All the results presented in this paper were obtained by
solving the time-dependent Schrödinger equation written for
the Hamiltonian of Eq. (1) (and its variants, i.e., two-state
and 1D). For an easier interpretation of these results we
turned to the Floquet theory [58,59] which is widely used
to explain various strong field phenomena. This method
is best suited for the investigation of periodically time-
dependent systems, which is the case for our driving field

(see Sec. II C), and is based on the transformation of the
Schrödinger equation into an equivalent infinite-dimensional
time-independent matrix eigenvalue problem. We do not in-
tend to apply it as an alternative for the numerical exact
propagation, but use it to provide an illustrative picture of
the energy landscape of the LiF molecule under the action
of a CW laser field. For this reason, when building our
Floquet matrix we neglected the kinetic energy terms of the
Hamiltonian:

V̂Floquet =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

. . .
...

...
...

...
... . .

.

· · · V̂0 − 2ωd D̂ 0 0 0 · · ·
· · · D̂† V̂0 − 1ωd D̂ 0 0 · · ·
· · · 0 D̂† V̂0 D̂ 0 · · ·
· · · 0 0 D̂† V̂0 + 1ωd D̂ · · ·
· · · 0 0 0 D̂† V̂0 + 2ωd · · ·
. .

. ...
...

...
...

...
. . .

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

. (2)

This Floquet potential matrix has a tridiagonal form with the
electronic state energies on the diagonal

V̂0 =

⎛
⎜⎝

V�1 0 0

0 V�1 0

0 0 V�2

⎞
⎟⎠, (3)

while the permanent dipole and the dipole coupling matrix
elements between the different electronic states in the off-
diagonal blocks

D̂ = E0

2

⎛
⎜⎝

μ�1 cos(θ ) μ�1�1 sin(θ ) μ�1�2 cos(θ )

μ�1�1 sin(θ ) μ�1 cos(θ ) μ�1�2 sin(θ )

μ�1�2 cos(θ ) μ�1�2 sin(θ ) μ�2 cos(θ )

⎞
⎟⎠,

(4)

with E0 being the amplitude of the considered electric field.
V̂Floquet has a periodic structure with different number (nph)
of ωd in the individual diagonal blocks. Diagonalizing this
matrix leads to the adiabatic or light-induced potentials (LIPs)
that proved to be useful in understanding the dynamics of the
system.

As an example, on Fig. 2 we present the LIPs obtained
for the highest considered driving field intensity (Id = 4 ×
1013 W/cm2) for both the two- and three-state descriptions.
The calculations were performed on the range of 0.8–4.0
Å internuclear distances since the expression for the Floquet
potential matrix is only valid far away from the intrinsic
avoided crossing, and with nph = −5, . . . , 5, hence account-
ing for multiphoton processes. We found that with increasing
field intensity, the LIPs deviate from being just copies of
the uncoupled potential surfaces shifted with ωd , but they
hybridize in the regions close to resonances. Aside from the
shape of the LIPs this is illustrated also by the coloring of
the surfaces, which codifies the diabatic states from which
they originate, and was achieved using the eigenvectors of
V̂Floquet that form the transformation matrix. As on Fig. 1(a),
red, green, and blue colors correspond to the �1, �2, and �1

states, respectively.

C. Applied electric field

The laser field E (t ) employed in our calculations is the sum
of two linearly polarized (in the same direction) components:

E (t ) = Ep fp(t ) cos[ωp(t − t0)] + Ed fd (t ) cos(ωdt ). (5)

The first term represents a pump pulse of energy ωp and
amplitude Ep, which initiates the dynamics of the system by
transferring part of the initial population from the ground to
the excited states. We chose to employ cosine-square-shaped
pulses, i.e., the envelope function is given by

fp(t ) = cos2

(
1.14372(t − t0)

τp

)
, (6)

where τp is the full width at half-maximum (FWHM) of the in-
tensity profile of the pulse. In the above equations, t0 indicates
the center of the pulse, which was chosen to coincide with
the origin of our time axis, that is, t0 = 0. For all the results
presented in this work, the energy of the pump pulse was fixed
to ωp = 6.94 eV, its intensity to Ip = 4.8 × 1013 W/cm2, and
duration to τp = 20 fs.

The second term of Eq. (5) represents the continuous
wave driving field. The energy of this field was set to ωd =
3.995 eV which is unable to produce resonant transitions from
the ground state to the excited ones, therefore it only modifies
the molecules’ environment. Several different intensity values
were used ranging from Id = 1.69 × 1012 W/cm2 to Id = 4 ×
1013 W/cm2. The required maximal electric field amplitude
was reached linearly from zero over a 500-fs-long ramp-up
period prior to the pump pulse, which was necessary to avoid
undesired state mixings produced by a nonadiabatic sudden
switch on. After this buildup period, the driving intensity
remained constant.

D. Propagation of the wave packets

The time-dependent Schrödinger equation (TDSE) that
described the dynamics of the system was solved using
the MCTDH (multiconfigurational time-dependent Hartree)
method [60–62]. The vibrational degree of freedom (R)
was described by a sin-DVR primitive basis with NR basis
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FIG. 2. Light-induced potential energy surfaces for the three-state (a), (c) and two-state (b), (d) models calculated for the highest driving
field intensities Id = 4 × 1013 W/cm2 considered in this work. (c), (d) Show a zoom of the LIPs presented on (a) and (b), respectively, and
concentrating on the LIAC (LICI) and regions. The coloring reflects the diabatic states that make up the different points of the adiabatic
surfaces: red, �1; blue, �1; green, �2.

elements distributed between 0.79 and 31.74 Å for the inter-
nuclear separation. For the description of the rotational degree
of freedom (θ ) Legendre polynomials {PJ (cos θ )} j=0,1,2,...,Nθ

were used. These primitive basis sets (χ ) were employed to
represent the single-particle functions (φ), which in turn were
used to build up the nuclear wave function (ψ):

φ
(q)
jq

(q, t ) =
Nq∑

l=1

c(q)
jql (t ) χ

(q)
l (q), q = R, θ

ψ (R, θ, t ) =
nR∑

jR=1

nθ∑
jθ =1

AjR, jθ (t )φ(R)
jR

(R, t )φ(θ )
jθ

(θ, t ). (7)

In our numerical calculations, NR = 2048 and Nθ = 271 prim-
itive basis functions were used. On all adiabatic surfaces and
for both degrees of freedom, a set of nR = nθ = 15, 20, 30,
and 35 single-particle functions were used to build up the
nuclear wave function of the system. The actual values of
nR = nθ were chosen depending on the peak intensity of
the applied laser fields in such a way to ensure the correct
convergence of all propagations.

E. Calculated quantities

The solutions of the TDSE were then used to calculate the
populations of the employed electronic states [44], the kinetic
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energy release spectra (KER), and the angular distribution of
the molecular fragments [14]. The electronic state populations
are obtained as

Pi(t ) = 〈ψi(R, θ, t )|ψi(R, θ, t )〉

=
∫ π

0
dθ sin θ

∫ ∞

0
dR ψ∗

i (R, θ, t )ψi(R, θ, t ),

i ∈ {�1, (�1), �2} (8)

where ψi are the projections of the total nuclear wave function
of Eq. (7) on the considered electronic states. The KER is
calculated according to the following formula:

Pi
KER(E ) =

∫ ∞

0
dt

∫ ∞

0
dt ′〈ψi(t )|W |ψi(t

′)〉e−iE (t−t ′ ), (9)

where −iW is the complex absorbing potential (CAP) applied
at the last 5.29 Å of the grid related to the vibrational degree
of freedom of each electronic state. The angular distribution
of the photofragments is given by

Pi
ang(θ j ) = 1

w j

∫ ∞

0
dt 〈ψi(t )|Wθ j |ψi(t )〉, (10)

where −iWθ j is the projection of the CAP to a specific direc-
tion of the angular grid ( j = 0, . . . , Nθ ), and w j is the DVR
weight associated to this grid point. In the last two equations,
the superscript i stands for either �1 or �1 as the molecule
can dissociate on these two states.

III. RESULTS AND DISCUSSION

Before proceeding to the analysis of the kinetic energy
release spectra and angular distribution of the photofragments,
let us have an overview of the systems behavior. In the
calculations we assumed initially unaligned molecules. The
initial nuclear wave packet (init) of this isotropic distribution
was in its rotational ground state (J = 0) and in the vibrational
ground state (ν = 0) of the �1 electronic state. The dynamics
of the system is initiated by the pump pulse, which promotes
part of the initial population from the ground state (�1)
to the excited ones (�1 and/or �2). Based on the analysis
performed on the evolution of the electronic state populations
in our former work (see Fig. 3 of Ref. [44]), in the absence
of a continuous wave driving field the excited wave packets
start moving toward larger internuclear separations and finally
dissociate. Since �2 is a bound state, dissociation is achieved
through a population transfer to the �1 state at the intrinsic
avoided crossing present in the system. However, not all the
excited population gets transferred during the first passage
through the AC region, and a small part of it proceeds to
oscillate on the �2 surface. Due to the shallow nature of the �2

potential, this oscillation has a long period (≈800 fs) and we
did not propagate until the complete dissociation of the sys-
tem, but performed our calculation only up to tfinal = 1000 fs.
If a driving field was applied, some oscillations appeared
in the population curves. These oscillations increased with
increasing driving field intensity and were more pronounced
for the 1D calculations. At the same time, the dissociation
yield dropped.

In what follows, we are looking deeper into the details of
the above-outlined dynamics and try to explain the differences

obtained in case of the 1D and 2D calculations, and the impact
of the �1 state on the dynamical behavior of the system.

A. Kinetic energy release spectra

Let us start by investigating the kinetic energy release
(KER) spectra of the dissociation products. These spectra
are presented on Fig. 3, where the left and right columns
group the outcome of the 1D and the 2D calculations,
respectively. The different rows show the results obtained
for different driving field intensities in the interval of Id =
1.69 × 1012 W/cm2–4 × 1013 W/cm2. As mentioned earlier,
dissociation from the bound �2 state is achieved through
a population transfer at the intrinsic AC to the �1 state,
therefore, the KER is only calculated for the �1 [marked with
red (+++) and green lines (×××) for the three-state and two-state
models, respectively] and the �1 [blue (◦◦◦) curves] states.

In the absence of a driving field, presented on Figs. 3(a)
and 3(b), the spectrum of the two-state calculations shows
a featureless Lorentzian profile centered at E0 = Eν=0 + ωp

marked with magenta arrows on the figures. This is easily
understood based on the dynamics mentioned earlier. At the
chosen pump energy of ωp = 6.94 eV, the resonant coupling
between the two states occurs near the center of the initial
wave packet. The spectrally broad 20-fs-long pump pulse
creates an excited wave packet on the �2 state with a similarly
wide energy distribution, which is largely transferred back to
the �1 state at the AC, and later dissociates.

Figures 3(a) and 3(b) also show that including the �1 state
in the calculations has a significant impact on the energy
distribution of the photofragments. The spectra of the �1 state
are shifted toward higher energies, while the P�1

KER is split
into two peaks. A superficial analysis would expect P�1

KER to
have a similar shape as P�1

KER, but centered at slightly smaller
energies than E0 as the center of the initial wave packet
is located at larger internuclear distances than the position
of resonant coupling. This behavior was observed in results
obtained for smaller pump-pulse intensities, but not presented
in this paper. However, for the present pulse parameters, there
is a strong competition between the �1 → �2 and �1 → �1

transfer processes. As mentioned earlier, the position of the
resonant coupling to the �2 state is near the center of the
initial wave packet, while resonance with the �1 state occurs
farther away. Also considering that over the region where
the initial wave packet init is nonzero, μ�1�1 is larger than
μ�1�2 , the shape of the spectra becomes understandable: the
middle part of init “feeds” the �2 state while its edges
populate �1 and as the spectrally broad pump pulse covers
the entire region, we end up with the two peaks for �1.
The motive for the competition of the pump processes is
that already during the leading edge of the pump pulse the
population transferred to the excited states exceeds that on
the ground state. Furthermore, as the laser intensity increases,
multiphoton processes start to occur, which reverse the pop-
ulation transfer toward the �1 state, resulting in a back and
forth mixing of the populations. Accordingly, the shift of
the spectra toward higher energies can be attributed to the
fact that during the mixing the wave packets on the excited
states start to move toward larger internuclear distances, hence
acquiring some kinetic energy. Comparing the 1D [Fig. 3(a)]
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FIG. 3. Kinetic energy release spectra of the photofragments for the considered driving field intensities (indicated on the right axis of each
row). On all panels, red lines with +++ symbols and blue lines with ◦◦◦ indicate the spectra obtained for the three-state calculations on the �1

and �1 states, respectively. The green lines marked with ××× show the results of the two-state calculations. Broken black lines mark the spectra
obtained without a driving field.

and 2D [Fig. 3(b)] results we can see that they are practically
identical, meaning that the short pump pulse is not giving
rise to rotation of the molecule which would affect the KER
spectra.

Switching on the driving field leads to new structures in
the spectra. At the smallest considered driving field intensity

[Figs. 3(c) and 3(d)] the spectra mostly follow the curves
obtained in the absence of the driving field [marked with
broken black lines from Fig. 3(c) onward], however, these
serve only as a background on which a series of sharp res-
onances are superimposed. The asymmetric profile of these
peaks indicates that they are Fano-type resonances [63–65].
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TABLE I. Total excited population (Pex) and its percentage dissociated (Pdis) by tfinal = 1000 fs for the different driving field intensities.

Three-state (2D) Three-state (1D) Two-state (2D) Two-state (1D)

Id (W/cm2) Ptot
ex Ptot

dis (%) Pi
dis (%)

(�1

�1

)
Ptot

ex Ptot
dis (%) Pi

dis (%)
(�1

�1

)
Ptot

ex Pi
dis (%) Ptot

ex Pi
dis (%)

0 0.752 90.1 52.2 0.749 90.1 52.1 0.591 83.8 0.589 83.8
37.9 38.0

1.69 × 1012 0.749 88.8 50.8 0.750 88.9 50.8 0.592 79.6 0.589 79.8
38.0 38.1

6.73 × 1012 0.741 88.9 48.0 0.753 87.1 48.1 0.594 73.8 0.586 72.8
40.9 39.0

2.68 × 1013 0.698 87.7 51.8 0.762 65.7 34.6 0.598 80.9 0.574 45.9
35.9 31.1

4 × 1013 0.662 89.5 54.5 0.766 58.1 31.2 0.598 82.3 0.565 33.0
35.0 26.9

The validity of the Fano theory in our investigation can be best
understood by considering the dressed-state picture described
is Sec. II B. Looking at Fig. 2 it can be seen that the upper
adiabatic surface, V2 for the two-state and V3 for the three-state
description (the adiabatic surfaces are indexed in order of their
energies at the Franck-Condon region), constitutes the bound
state embedded in the continuum of the lower adiabatic states
necessary for the Fano theory.

Focusing first on the simpler two-state model, an inspec-
tion of the time evolution of the nuclear probability density
shows that for the smallest considered driving field intensity,
when the coupling between the electronic states is small, the
system’s behavior is mostly diabatic. That is, most of the ex-
cited wave packet follows the dynamics showed in the absence
of a driving field. Nevertheless, part of the wave packet gets
transferred to the V2 adiabatic upper state. On Fig. 2(b) we
can see that the two adiabatic surfaces form a light-induced
avoided crossing or a light-induced conical intersection in
case of the 1D and 2D descriptions, respectively. As the wave
packet on the V2 potential oscillates, at each passage over the
LIAC (LICI) region it bifurcates. In the outward moving phase
(toward larger R values), part of the wave packet is transferred
to the dissociating region of the lower adiabatic surface V1

(i.e., V�2 ) from where it follows the usual path through the
intrinsic avoided crossing to finally dissociate on V�1 . The
LIAC (LICI) is formed in the vicinity of RLICI = 2.68 Å and
θ = π/2, nevertheless, at this moderate driving field intensity
the energy gap between the adiabatic surfaces is small for all
θ values (at RLICI), which has multiple consequences. On one
hand, the population transfer to the dissociating part of V1

can take place at all angles, although with reduced efficiency.
This means that after multiple passages of the oscillating
wave packet through the coupling region, only a small part
of the population remains trapped in the V2 potential. This can
be observed in the small reduction of the dissociation yield
at t f = 1000 fs compared to the “no driving field” case as
shown in Table I, which presents the amount of the excited
population in the system along its percentage that dissociated
by the end of the calculations. On the other hand, the curvature
of V2 in the direction of θ is small, therefore, it is unable to
guide the wave packet toward the LICI where the population
transfer would be more efficient. In other words, the weak
driving field is unable to rotate the molecule, hence there is
no noticeable difference between the 1D and 2D results. The

structure of the resonances resembles the vibrational spectra
of V2, however, the resonance energies do not coincide with
the vibrational eigenvalues. This is attributed to the energy
shift produced by the configuration interaction between the
bound and continuum states [63–65]. As the calculation of
these energy shifts is a labor-intensive task and our aim is
not to reproduce the KER spectra by using the Fano theory,
we will not pursue to exactly predict the position of the
resonances.

For the three-state model, similarly to the two-state case,
the system’s behavior for the smallest driving field intensity
remains diabatic. The difference with the inclusion of the
� state is the formation of two additional crossings around
RLICI = 2.67 Å and θ ∈ {0, π} [see Fig. 2(c)]. In the region
of these LIACs or LICIs, the lower two adiabatic surfaces
show a strong mixing of all three states [as illustrated by the
coloring of Figs. 2(a) and 2(c), albeit for a different driving
field intensity], which facilitates a population transfer between
them. Accordingly, the wave packet on the V3 surface may
also dissociate on the �1 state. This is confirmed by the KER
spectra, as the Fano resonances appear at the same energies
for both the �1 and the �1 results. They also coincide with
the resonances obtained for the two-state model, which is
understandable as the upper surface V3 is mostly formed from
the �1 and �2 states as in the two-state model (see Fig. 2).

Increasing the driving field intensity to Id = 6.73 ×
1012 W/cm2, one can see on Figs. 3(e) and 3(f) that the
Fano resonances remain the dominant features of the spec-
tra. Higher intensity means stronger coupling between the
electronic states, but the behavior of the system still remains
closer to the diabatic limit. This is suggested by the fact
that the dissociation yields are still fairly close to the no
driving field case. Compared to the previous case, the effect
of the increased intensity is reflected in the shift and the
broadening [66] of the resonances. Also, small discrepancies
appear between the 1D and 2D calculations around 1.1 eV.
New peaks appear in the 2D results, which indicates that
rotational modes have been excited.

At the next intensity, Id = 2.68 × 1013 W/cm2, the 1D and
2D results differ significantly, although the resonances can
still be observed for both cases. For the 1D model there is
a momentous drop in the dissociation yield (see Table I).
In the three-state calculations this is more pronounced for
�1. This can be explained as follows: the system starts to
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behave adiabatically, that is, a larger part of the excited wave
packet follows the adiabatic surfaces. Also, due to the higher
intensity the shape of these surfaces become more distorted,
that is, the energy gap between V2-V1 (two-state) or V3-V2

(three-state) widens along the θ direction far away from the
LIAC (LICI) regions at π/2 (see Fig. 2). As a result, the pop-
ulation transfer to the lower surfaces becomes less efficient
and the population remains trapped on the upper adiabatic
surface. However, this bond hardening effect is not present
in the 2D results. In contrast, an increase of the dissociation
yield on the �1 state can be observed. This is the result of the
driving-field-induced rotation of the molecule, which guides
the trapped wave packet toward the LICI position where the
population transfer to the dissociating states can take place
with the highest efficiency. Also, the rotational fine structure
observed for the previous intensity becomes more apparent.
For the highest considered intensity, these trends become
even more pronounced. In 1D a larger part of the population
remains trapped, while in the 2D situation the dissociation rate
almost reaches the values obtained without driving field.

Looking at Table I, it is worth mentioning that the ap-
plied driving field modifies not only the dissociation rate of
the molecule, but also the efficiency of the pump process.
Accordingly, for the two-state 1D model we see a small
decrease of the excited population with the increase of the
driving field intensity. This can be attributed to a similar bond
hardening effect than the one described earlier. In 2D this
effect is compensated by a weak alignment of the molecule
with the driving field which facilitates the population transfer,
hence resulting in a minor increase of the excited populations.
Explaining the three-state results is far from being trivial due
to the aforementioned multiphoton processes. Interestingly, in
this case the 1D excited populations increase with the pump
intensity, while the 2D ones decrease. Again, the change in
the 2D population is related to the alignment of the molecule,
which although amplifies the population transfer to the �1

state, it also reduces the transfer to the �2 state leading to
an overall decrease.

B. Angular distribution

Attention now turns to the angular distribution of the
dissociation products. The results are presented on Fig. 4 with
the three-state calculations being shown in the left and the
two-state ones in the right columns. Similarly to Fig. 3, the
different rows correspond to the employed various driving
field intensities in increasing order. Each panel exhibits the
distributions obtained from the 2D and 1D calculations with
continuous and dashed lines, respectively.

Starting with the two-state situation without the driving
field [Fig. 4(b)] we can see that the photofragments are ejected
predominantly in the polarization direction of the pump pulse,
which is expected, since the transition dipole moment that
promotes the dissociating wave packet to the excited state
(μ�1�2 ) is parallel to the molecular axis. The curves, however,
deviate from a cos2 θ shape (characteristic to single-photon
excitations and TDMs parallel with the molecular axis) in-
dicating that we are in the nonlinear regime with the pump
intensity and that multiphoton processes are to be expected.
Also, there is a small deviation between the 1D and 2D

distributions. This can be attributed to the fact that the pump
pulse tends to align the molecules along its polarization axis
owing to the nonvanishing permanent dipole moments. This
alignment is described only in the 2D model, which considers
the rotation of the molecule as well, and leads to higher
dissociation probability in the direction of the field for the 2D
model. Around the perpendicular direction, the opposite effect
is valid. However, as we used a short pump pulse, this is not
too pronounced.

When the �1 state is included in the calculations
[Fig. 4(a)], part of the initial population is transferred to this
state. The corresponding TDM (μ�1�1 ) is perpendicular to
the molecular axis, therefore, the wave packet on this state
dissociates in the perpendicular direction to the polarization
axis of the pump pulse. The fingerprint of the population mix-
ing due to multiphoton processes mentioned in the previous
section can be identified as part of the population around the
angle θ = π/4 is transferred from the �2 to the �1 state,
resulting in a broader and flatter distribution for �1 than the
sin2 θ shape expected in case of single-photon transitions, and
a reduction in the same region for the angular distribution on
�1. Only at the θ = 0 and π angles in the 1D description does
P�1

ang(θ ) reach its value from the two-state scenario, where the
dipole coupling with the � state is zero. In the 2D case, the
alignment effect is emphasized even more than on Fig. 4(b).
This is not surprising since the population promoted to the
�1 state is perpendicular to the laser polarization direction
providing a more efficient way to rotate the molecule despite
its smaller PDM. An unexpected feature of the 2D results
is the nonvanishing P�1

ang at the θ = 0 and π angles despite
the zero dipole coupling. This effect was recently observed
for another diatomic system with TDM perpendicular to the
molecular axis [67], and it can be explained as follows: Simi-
larly to the description given for the effect of a driving field
while discussing the KER spectra, the interaction with the
pump pulse leads to LICIs at the θ = 0 and π angles between
the �1-�1 potential surfaces, although at different R value as
the pump energy is different. The induced nonadiabatic effect
provides an efficient route for the population transfer to the
�1 state at these angles.

Switching on the driving field, we can see on Figs. 4(c)
and 4(d) that no major changes appear in the shape of the
angular distributions for the smallest considered intensity.
The only difference compared to the no driving field case, in
accordance with the data of Table I, is a modest overall drop
of the dissociation yield on the �1 state both in the 1D and
2D models. This effect is more pronounced around the θ = 0
and π angles, while the dissociation yield on the �1 state for
the three-state calculations remains mostly unaffected. This is
consistent with the discussion given at the previous section,
namely, a trapping effect occurs on the upper adiabatic LIP
as the energy gap between the potential surfaces widens away
from the LICI and LIAC regions at θ = π/2.

Increasing the intensity to Id = 6.73 × 1012 W/cm2

[Figs. 4(e) and 4(f)] further accentuates the trapping effect,
especially for the two-state calculations. More importantly,
the behavior of the 1D and 2D models starts to differ [9].
The stronger driving field is now able to slightly rotate the
wave packet on the upper adiabatic surface toward the LICI
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FIG. 4. Angular distribution of the photofragments for the considered driving field intensities (indicated on the right axis of each row).
The 1D and 2D results are represented with dashed and continuous red lines for the �1, while dashed and continuous blue lines with ××× and ◦◦◦
symbols for the �1 electronic state.

position where it can decay to the lower surface(s). This leads
in 2D to a reduction of the dissociation probability along the
polarization direction of the driving field and to an increase in
the perpendicular direction. In the three-state calculation, this
increase is observed on both dissociating channels.

At Id = 2.68 × 1013 W/cm2 [Figs. 4(g) and 4(h)], the
angular distributions become more structured for all models.

In 1D the bond hardening continues to dominate along the
polarization direction, however, this effect is counterweighted
by the stronger nonadiabatic coupling between the electronic
states around the LIAC position (θ = π/2). At intermediate
angles, these two effects balance out each other leading to the
two broad peaks in the angular distribution on the �1 state.
It was mentioned in the previous section that at this intensity
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the system starts to behave adiabatically. Accordingly, in the
three-state scenario, part of the �1 population is transferred
to �2 [see V2 on Figs. 2(a) and 2(c)] and later dissociates on
�1. This is, however, offset by the two LIACs at θ = 0 and
π resulting in the undulated angular distribution on �1. In the
2D scheme, aside from the processes presented for 1D one, we
also have the rotation. At this intensity, the driving field guides
the wave packet on the upper LIP toward the LICI with higher
efficiency than previously, offsetting almost completely the
bond hardening effect. Meanwhile, many rotational modes are
excited. As our initial wave function had J = 0, according
to the selection rules, the excited wave-packet components
on �2 have odd J values. The spiky structure in the angular
distribution on �1 is actually the fingerprint of the inter-
ference produced by these wave-packet components. Owing
to the symmetry properties of the Legendre polynomials,
they interfere destructively at θ = π/2. For the three-state
model, a similar interference effect is observed on the �1

state. However, in this case the wave packet has even J-value
components resulting in a constructive interference around
θ = π/2. At the highest considered driving field intensity, the
angular distribution is shaped by the same processes, but with
greater impact, resulting in similar distributions.

IV. CONCLUSIONS

In summary, we can say that the complementary infor-
mation offered by the kinetic energy release spectra and the
angular distribution of the photofragments provides a more
comprehensive picture about the behavior of the LiF molecule
under the action of external laser fields. The inclusion of the
�1 electronic state in the calculation proved to have a signif-
icant impact on all physical quantities examined. First of all,
the total amount of excited population in the system increased,
while the excited population on the �1 state decreased slightly
due to population mixing induced by multiphoton processes.
The presence of the �1 state also modified the energy and the
angular distribution of the photofragments. For this reason, we
believe that it must be included in any theoretical approach
aspiring to produce results comparable with experimental
data.

We saw that by placing the molecule in an off-resonant
continuous wave driving field may influence heavily its

dynamics. First of all, it affects the efficiency of pump-
ing the system from its initial ground state to the excited
ones. More importantly, the KER spectra are shaped by
two effects, namely, Fano resonances and bond hardening.
Both processes were explained with the help of the light-
induced potentials that originate from the interaction with
this driving field. Accordingly, part of the wave packet re-
mains temporarily trapped on the upper adiabatic LIP. The
Fano resonances originate from the configuration interaction
between the bound states that constitutes this trapped wave
packet with the continuum of the lower LIPs. We also found
that important differences developed between the 1D and 2D
descriptions with the increase of the driving field intensity.
For the 1D calculations, the trapping effect became more
dominant, leading to a considerable drop of the dissociation
yield. In contrast, this bond hardening was not present in
2D as the driving field rotated the wave packet toward the
LICI position, hence facilitating the population transfer to the
lower surfaces and consequently the dissociation. In this case,
new peaks appeared in the spectra owing to the excitation of
rotational modes.

The fingerprints of these processes were also observed in
the angular distribution. The trapping effect manifested in
a continuous decrease of the dissociation probability with
increasing intensity along the polarization direction of the
external laser field. For the three-state calculations, this ef-
fect was more pronounced for the �2 state. At the highest
considered intensities, the rotation of the molecule described
in 2D gave rise to interferences between the wave-packet
components with different J values both on the �1 and �1

states in case of the three-state calculations.
We are hopeful that our findings attract attention from the

community and stimulate some much needed experiments that
would confirm the importance of both the �1 state and the
rotation in an adequate theoretical approach.
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