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We have built an autocatalytic reaction network, based on the hydrolysis of certain imines, which exhibits
bistability in an open system. The positive feedback originates from the interplay of fast acid-base equilibria,
leading to hydroxide ion production, and pH-dependent hydrolysis rates. The addition of a first-order removal
of the autocatalyst can result in sustained pH oscillations close to physiological conditions. The unit-amplitude
pH oscillations are accompanied by the stoichiometric conversion of imine into amine back and forth. A
systematic parameter search is carried out to characterize the rich observable dynamics and identify the
evolving bifurcations.

Autocatalysis rarely appears at the level of simple
elementary reactions but rather arises from com-
plex reaction networks. Rapid changes of com-
position, as chemical equilibria shift, can provide
sufficiently strong nonlinear concentration depen-
dence that can destabilize steady states in open
systems. Bistable switches and oscillations are
essential features of biologically important net-
works, and their existence is driven by intrinsic
positive feedback. Acid-base equilibria around
physiological pH, for example, are sensitive to
small changes in the hydroxide ion concentration,
therefore coupling with pH-dependent reaction
rates can lead to large nonlinear responses. This
can produce a chemical signal that can maintain
biochemical control in larger networks. The stud-
ied model, based on imine hydrolysis, is an exam-
ple where the proximity of two acid-base equilib-
ria allows interactions with hydroxide-dependent
reaction rates to drive oscillations.

I. INTRODUCTION

Autocatalysis has a long history since its name was
defined by Ostwald in 18901. According to the original
definition, we regard reactions autocatalytic, if at least
one product can catalyze its own formation1–4. How-
ever, this notion has been extended because we now know
that not only a single reaction but also an entire reac-
tion network can exhibit autocatalytic features even if
there isn’t any autocatalytic step involved. Positive feed-
back in these systems evolves from the interconnection
of reaction steps. Autocatalytic processes can be clas-
sified based on various aspects4,5, such as the strength
of autocatalysis, the effectiveness, the mechanism of the
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process2,3, or the chemical nature6–8 whether it is an or-
ganic, inorganic, acid or base autocatalysis.

In the last decades, autocatalysis has been one focus of
interest in the quest to unravel the difficult questions of
the emergence of life9–13. The envisioned scenario is out-
of-equilibrium conditions with nonlinear responses to ex-
ternal chemical stimuli that can lead to local decrease of
entropy allowing the growth of complexity14. For that in
any chemical systems emergent properties and functions
can only evolve via inherent positive feedback within the
network of reactions15,16. In cellular life many important
functions are governed by complex dynamics17. Signal
transmission may rely on kinetic switches where bistabil-
ity plays a vital role18,19.

In enzymatic cycles the pH of the medium is an im-
portant parameter because it determines the molecular
structure and hence controls selectivity and function-
ing. The first pH oscillators were based on the use of
strong inorganic acids and oxidative compounds that re-
sulted in large pH amplitudes8,20,21. Generally, they can
be divided into one-substrate and two-substrate classes
based on the number of substrates8,22. Their mecha-
nism is comparatively simple: it involves the autocat-
alytic production of hydrogen ion in a redox reaction as
a positive feedback and its removal ensuring the neg-
ative feedback. By taking advantage of the periodic
changes in redox potential or pH, one can drive gela-
tion processes where the accompanying periodic swelling-
deswelling can lead to self locomotion23,24, control aggre-
gation of nanoparticles into supramolecular structures,
vesicle-to-micelle transitions25, or produce highly ordered
biomorph structures by regulating antagonistic precipi-
tation processes26. Coupling of a pH oscillator with a
pH-sensitive hydrogel27 can introduce chemomechanical
instabilities28 and open possibilities for controlled drug
delivery29.

Organic oscillators, starting with the methylene
glycol-sulfite-gluconolactone reaction30, have opened new
possibilities for coupling at milder conditions, where
supramolecular assemblies with hydrogen bonds can be
driven.31 They represent an important step towards in-
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creasing the biocompatibility of chemical oscillators. Re-
alizing pH oscillations around physiological pH alone
are not sufficient, the components within the reaction
network cannot be toxic to the coupled system8. Be-
cause the hydrogen ion concentration is small within this
range, for constructing robust systems the involvement
of protonation-deprotonation equilibria is needed. In
addition to pH-dependent enzyme activity32 or hydro-
gel swelling33,34, a fast shift in equilibrium composition
can also cause an amplified nonlinear response to provide
strong feedback. In our earlier work we have shown that
the proximity of two acid-base equilibria in the hydrolyi-
sis of certain imines can result in autocatalysis when hy-
droxide ion production occurs around physiologial pH.35

In this work we explore the autocatalytic reaction net-
work based on the hydrolysis of salicylaldehyde-based
imines coupled to slow hydroxide ion removal in an open
system. By the systematic variation of parameters, we
map the region of bistability and oscillations, character-
ize the stable steady states and limit cycles. This allows
us to identify the driving force of instability in a reaction
network where the individual steps are not associated
with high kinetic order, a requirement considered neces-
sary in the classical description of chemical autocatalysis.

II. MODEL SYSTEM

During the hydrolysis of an imine, an amine and an
aldehyde form. The reaction network consists of several
steps according to

S + (H2O) 
 SH+ + OH– k1
k−1

= K1 (1)

SH+ + OH–→ B + Ox k2 (2)

B + (H2O) 
 BH+ + OH– k3
k−3

= K3 (3)

(H2O) 
 H+ + OH– k4
k−4

= K4

(4)

SH+ + (H2O)→ BH+ + Ox k5 (5)

S + OH–→ Ox– + B k6 (6)

Ox– + (H2O) 
 Ox + OH– k7
k−7

= K7

(7)

where the parentheses indicates that the concentration of
the solvent water is considered constant due to its large
excess.35 Reactions (1)-(5) comprise the general imine hy-
drolysis: the protonation of the imine (S) and the amine
(B) in Eqs. (1) and (3), respectively; the OH-dependent
and direct reactions of the protonated imine (SH+) in
Eqs. (2) and (5); the autoprotolysis of water in Eq. (4).
In addition, for imines originating from salicylaldehyde,
the reaction between imine and hydroxide ion in Eq. (6)
takes place followed by the protonation of the deproto-
nated salicylaldehyde (Ox–) in Eq. (7). In this model, the

acid-base reactions in Eqs. (1), (3), (4), and (7) are con-
sidered as reversible reactions. The conversions of imine
into amine and aldehyde in Eqs. (2), (5), and (6) are
taken as irreversible steps because the reactant concen-
tration is low in the experiments,35 upon the results of
which this model is based.

In this reaction network there is no single step that
would be autocatalytic, the interconnection of the indi-
vidual reactions yields the positive feedback associated
with the entire network. Amines are generally stronger
bases than imines, resulting in K3 > K1, hence the con-
centration of hydroxide ion increases during the hydrol-
yses of imines.35 By inspecting the three parallel path-
ways for the conversion of imine into amine, we can see
that the one in Eq. (5) is independent of hydroxide ion,
while both in Eqs. (2) and (6) have rates increasing with
hydroxide ion concentration. The latter is found to be
crucial because it forms a catalytic pathway with Eq. (7)
as

S + OH–→ B + Ox + OH– (8)

since the equilibrium in Eq. (7) is shifted to the right.
This network itself can exhibit bistability under con-

ditions corresponding to a continuously-stirred tank
reactor.35 Here we explore its capabilities with the ad-
dition of a general first-order removal of hydroxide ion
as

OH–→ P kr (9)

where P stands for an inert product species.
The governing equations are now in the form of

dci
dt

=

12∑
j=1

νi,jrj + k0 (ci,0 − ci) (10)

where ci is the concentration of the species (S, SH+, B,
BH+, H+, OH–, Ox–, Ox) with stoichiometric coefficients
νi,j in the 12 reactions of Eqs. (1)–(7) and (9) with rates
rj . The inverse of residence time is the flow rate k0 and
ci,0 is the concentration in the input feed which contains
only the imine at a set pH.

The numerical analysis of the 8-variable model was car-
ried by using the XPPAUT software package. For the tem-
poral evolution of concentrations the initial value prob-
lem in Eq. (10) was solved by the CVODE solver integrated
within XPPAUT. From the stable steady states, obtained
by the direct integration, the bifurcation analysis was
performed by AUTO, also built-in XPPAUT. During the sta-
bility analysis of the steady states, the bifurcation points
were continued in a two-dimensional parameter space to
map the regions of bistability or oscillations. From the
Hopf-bifurcations the oscillatory solutions were also con-
tinued with AUTO to monitor the period of oscillations.

The parameter set summarized in Table I is related
to the experimental system of our earlier study.35 The
equilibria in Eqs. (1), (3), (4), and (7) basically occur
on a faster time scale with diffusion-limited reverse steps
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(k−1 = k−3 = k−4 = k−7 = 5 × 108 M−1s−1). The
ordinary differential equations were solved with the BDF
routine and the relative tolerance was set to 10−8. For
the bifurcation mapping the typical minimum (DSMIN)
was 10−8 with epsilon (EPSS) of 10−10.

TABLE I. The parameter set used in the numerical study

Parameters Values and units

K1 8×10−11 – 8×10−8 M

K3 2.7×10−5 – 2.7×10−2 M

K4 1×10−14 M

K7 7×10−7 – 1×10−3 M

k2 1.2×104 M−1s−1

k5 0 – 0.020 s−1

k6 1.2×103 M−1s−1

k0 0 – 0.1 s−1

III. RESULTS AND DISCUSSIONS

A. Steady states

First, we looked at the contribution of the direct hy-
drolytic step in Eq. (5), the rate of which is independent
of hydroxide ion concentration. In the absence of re-
moval, i.e., kr = 0 s−1, the steady state at low flow rate
is characterized with high conversion, yielding higher hy-
droxide ion concentration (see Fig. 1). With decreasing
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FIG. 1. Steady state concentrations of hydroxide ion as a
function of flow rate k0 for systems with different contribu-
tions of the direct step in the absence of OH–-removal with
K1 = 8×10−9 M, K3 = 2.7×10−5 M, and K7 = 7×10−7 M.
The solid lines represent stable steady states, while the dashed
lines connect the unstable ones.

residence time, i.e., increasing k0, the concentrations ap-
proach that of the input feed. There is a single stable
steady state in the entire regime with significant contri-
bution of the direct hydrolysis. The bistability window

appears only upon decreasing the value of k5 that en-
hances the positive feedback associated with the catalytic
step in Eq. (6).

We then introduce the removal of hydroxide ion with
a first-order reaction and vary its contribution by chang-
ing the rate coefficient kr. The removal has the largest
effect on the thermodynamic branch at longer residence
time, where it decreases the steady state hydroxide con-
centration as shown in Fig. 2(a,b). The direct step, on

(a) (b)

(c) (d)

FIG. 2. Steady state concentrations of hydroxide ion as a
function of flow rate k0 with changing contribution of the
direct step (k5) or the removal step (kr) with (a) k5 = 0 s−1,
(b) k5 = 0.003 s−1, (c) kr = 0.01 s−1, and (d) kr = 0.08 s−1.
In all cases K1 = 8 × 10−9 M, K3 = 2.7 × 10−5 M, and
K7 = 7 × 10−7 M. The solid lines represent stable steady
states, the dashed lines connect the unstable ones, and the
symbols denote the saddle-node bifurcations.

the other hand, has larger effect at smaller residence time
where k0 is greater: the folding of steady states allowing
multiple solutions gradually vanishes as k5 is increased
(see Fig. 2(c,d)), similarly to the case in the absence of
hydroxide removal.

By following the saddle-node bifurcation in a 2-
dimensional parameter space, we map out the region of
multiple steady states in Fig. 3. The figure reveals that
the direct hydrolysis not only diminishes this region but
also shifts it to smaller residence time, i.e., to greater k0
flow rates.

B. Hopf bifurcation

The removal of hydroxide ion also decouples the tem-
poral time scale associated with OH– from that of the
rest. This allows the destabilization of the thermody-
namic branch via Hopf bifurcation. Considering the
bistable scenario with k5 = 0 s−1, as kr increases a
subcritical Hopf bifurcation point evolves out of the
saddle-node bifurcation at the end of the thermody-
namic branch. The unstable limit cycle around the sta-
ble steady state vanishes in a saddle-loop bifurcation as
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FIG. 3. Saddle-node bifurcation points bounding the region
of multiple steady states with parameters given in Fig. 2.

shown in Fig. 4(a) for larger values of K1 and K7. The
region of bistability hence shrinks within the zone of mul-
tiple steady states, it is now limited between the saddle-
node bifurcation (at lower k0) and the Hopf bifurcation.
Upon increasing kr, both the Hopf and the saddle-loop
bifurcation points shifts to the left, further decreasing the
region of bistability. At the lower limit point, a stable
limit cycle appears as a double-loop bifurcation evolves
out of the saddle-loop (see Fig. 4(b-c)). This shifts left
to lower k0 into the monostable region and later collides
with the Hopf bifurcation, turning it into a supercriti-
cal type, as presented in Fig. 4(d). Figure 5 depicts the
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FIG. 4. Steady state concentrations of hydroxide ion as a
function of flow rate k0 at different kr values of (a) kr =
0.04 s−1, (b) kr = 0.05 s−1, (c) kr = 0.06 s−1, and (d) kr =
0.065 s−1. In all cases K1 = 8× 10−8 M, K3 = 2.7× 10−5 M,
K7 = 1 × 10−3 M, and k5 = 0 s−1. The solid lines represent
stable steady states, the dashed lines connect the unstable
ones, and the saddle node bifurcations are indicated by dotted
lines with the symbols denoting the other bifurcations.

relative location of the range of stable oscillations and

bistability that comprises a cross-shaped diagram36 in
the kr–k0 parameter plane.

FIG. 5. Phase diagram of the reaction network in the absence
of direct hydrolysis with parameters given in Fig. 4. Inset
shows the pH trace at a point within the range of oscillations.

The dynamics around the steady states is governed by
the two largest eigenvalues obtained by the linear stabil-
ity analysis, the rest remain negative in the entire param-
eter range. As we follow the steady state from the flow
branch (large k0) to the thermodynamic branch (low k0),
we cross the (λ1 +λ2)-axis twice representing the saddle-
node bifurcations and once the (λ1λ2)-axis revealing a
Hopf bifurcation, as shown in Fig. 6 in an analogy to the
trace–determinant presentation of two-variable systems.
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FIG. 6. Variation of the two largest eigenvalues along the
steady state from the flow branch to the thermodynamic
branch. Saddle-node bifurcations occur on crossing the
(λ1 + λ2)-axis, Hopf bifurcation is located at the intersec-
tion with the (λ1λ2)-axis with parameters given in Fig. 4 and
kr = 0.04 s−1 .

On the one hand, the reverse step in Eq. (7) only plays
a role at higher pH, therefore an increase in the value
of K7 does not cause a significant change in the phase
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diagram of Fig. 5. On the other hand, the interplay be-
tween K1 and K3 is essential for the existence of the rich
dynamics. Larger separation of the two equilibrium con-
stants simplifies the observable phenomenon. As K1 is
decreased (see Fig. 7), the region of oscillation vanishes.
The increase of K3 at the same time shrinks the region of
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FIG. 7. Phase diagram of the reaction network on decreasing
K1 while using the other parameters given in Fig. 4.

bistability as shown in Fig. 8. It is important to point out
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FIG. 8. Phase diagram of the reaction network on increasing
K3, while using the other parameters given in Fig. 4.

that while the pH difference between the flow and ther-
modynamic branches is small, the switch between them
is accompanied by a stoichiometric conversion of imine
into amine (from 30 % to 90 %) or back (see Fig. 9). In
this pH range the weaker base imine remains dominantly
deprotonated, i.e., [S] > [SH+], while the stronger base
amine is mainly in its protonated form as [BH+] > [B]
(see Fig. 9(a-b)). This maintains the scenario at which
hydroxide ion is produced during the imine hydrolysis,
which drives the positive feedback in the network. The
interplay of the two acid-base equilibria ensures that the

conversion of imine to amine does not require large pH
change, thus keeps the solution close to neutral.
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FIG. 9. The concentration of key species under conditions
corresponding to Fig. 4(b).

C. Oscillatory dynamics

The characteristics of temporal oscillations are mapped
by continuing the limit cycle solutions that emerge from
the Hopf bifurcations. For an example scenario, we
present stable oscillations sandwiched between a double-
loop and a saddle-loop bifurcation in Fig. 10. While the
amplitude of the pH oscillations varies little in the en-
tire range with ∆pH=1.0–1.4 on increasing k0, the pe-
riod of stable oscillations increases exponentially upon
approaching the homoclinic orbit (k0 > 8.7× 10−4 s−1),
as shown in Fig. 10(b).

Even though the amplitude of pH oscillation is greater
than the pH difference between the flow and thermody-
namic branches, it is still considered small. Yet, within
an oscillatory cycle a stoichiometric conversion of imine
into amine (from 50 % to 80 %) and back takes place.
The sharp increase in the hydroxide ion concentration
is accompanied by a fast conversion of imine into amine
and the latter quickly becomes protonated because it is
a stronger base. The removal of OH– then diminishes the
concentration of OH– on the same time scale, while the
inflow of the fresh reactant only slowly replenishes the
imine-amine ratio to that observed in the flow branch.
With the increase of k0 this slow return lengthens along
with the period, the width of OH– peak remains ap-
proximately invariant (see Fig. 10(c)). This is because
the limit cycle in the phase space approaches the saddle
close to the flow branch. Overall, the period of oscilla-
tion mainly depends on the distance from the saddle-loop
bifurcation, which can also be varied by changing for ex-
ample, K1, kr, or k5 (see Supplementary Material).
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(b)

(a)

(c)

FIG. 10. Concentrations within the stable oscillatory cycles
at k0 = 8.0×10−4 s−1 (a) and at k0 = 8.7×10−4 s−1 (c), along
with the change in the period of oscillations as k0 is increased
(b) with kr = 0.05 s−1 and using the other parameters given
in Fig. 4.

IV. CONCLUSIONS

Numerical simulations and systematic parameter vari-
ations are exploited to map out the rich dynamics in
an autocatalytic network based on the hydrolysis of an
imine. The key element in the network is the interac-
tion of acid-base equilibria with reactions having [OH–]-
dependent rates. Although both imines and amines are
weak bases, in the appropriate pair the latter is some-
what stronger. This yields a narrow pH-range close to
neutral conditions, where the hydrolysis of the imine into

amine is accompanied by the production of hydroxide
ion. In the base case corresponding to the experimen-
tal system35, there are three parallel pathways that con-
vert the imine into amine and salicylaldehyde: one with
rate independent of pH, one that consumes hydroxide ion,
and one that is catalytic with respect to hydroxide ion.
The interplay of the latter with the hydroxide production
from acid-base equilibria is the main driving force that
leads to the appearance of bistability. The flow and ther-
modynamic branches overlap in a pH-range close to the
neutral solution. Although the pH gap between the two
stable states is small, their composition is significantly
different. This allows switches with stoichiometric com-
position change between the two states from small pH
perturbations.

The introduction of a slow hydroxide ion removal re-
action can lead to oscillatory behavior in the vicinity of
the bistable region. The limit cycle emerges from a Hopf
bifurcation on the thermodynamic branch at larger res-
idence time, and vanishes at a saddle-loop bifurcation
at the end of the flow branch. As the period lengthens
on approaching the homoclinic orbit, the low-pH phase
within an oscillatory cycle expands, while the spikes in
the hydroxide ion concentration exhibit negligible change
in their duration. Similarly to the bistable scenario, sto-
ichiometric composition changes accompany the small
amplitude pH oscillations in the entire explored range.
This is the result of the interplay between the acid-base
equilibria. The vicinity of base-ionization constants for
the corresponding imine and amine keeps the system
close to neutrality, leading to an increase in the strength
of the positive feedback within the network. By com-
parison, in the extreme case of very weak base imine
([S]� [SH+]) and very strong base amine ([B]� [BH+])
the reaction network shrinks down to a quadratic auto-
catalysis, leaving only reactions in Eqs. (3) and (8) where
the feedback is not sufficiently strong to allow bistability
or with Eq. (9) oscillations in an open system. In that
scenario a kinetically more complex autocatalyst removal
can lead to oscillatory dynamics.37 Our case study shows
that higher apparent autocatalytic order can arise when
a fast chemical equilibrium is shifted from one side to the
other because the transition itself can take place in a nar-
row concentration range. This can then couple to the pro-
duction of the activator, which is an important scenario
in biologically relevant system, where high classical ki-
netic orders are not common, yet fast nonlinear responses
are abound. Therefore, large composition changes driven
by small variation in the activator concentration can de-
velop. This type of amplification can be energetically
effective, since the activator production or consumption
does not require excess chemical fuel. In our example,
the network is based on the hydrolysis of certain imines,
but similar scenarios can be envisioned in pH-regulated
systems close to neutral conditions. Nonlinear responses
in pH via bistable switches or oscillations can activate
and deactivate enzymes by changing their conformation
which can be translated into the larger scale production
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of chemicals.

V. SUPPLEMENTARY MATERIAL

Additional figures are presented to show the depen-
dence of the period of oscillation on parameters K1, kr,
or k5.
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