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Abstract—To study the properties of complex networks we have
to generate the artificial networks. Here, we analyze the existing
fitness function for the creation of the communities in the synthe-
sis of the artificial network. One of the first benchmarks known
as the GN benchmark, it is used for generating networks with
non-overlapping communities. In 2008 Lancichinetti–Fortunato
proposed a new benchmark (LFR). This benchmark generated
networks with overlapping communities. In this paper, we
introduce a new preference-based fitness function to assign a
membership relation to the nodes. Here, we introduce a novel
approach for controlling the creation of overlapping structures
by using preferences. The proposed method works well if there
are less than ten percent outliers when tested on smaller graphs
of size ≈ 15 to ≈ 500

Index Terms—Preference relation Overlapping Structure
community detection outliers complex networks

I. INTRODUCTION

All the things around us can be connected using a structure
of networks. Today social networks are at the center of re-
search. The history of social networks began in early twentieth
century.The World Wide Web has connected people all over
world[14]. Earlier there was point-to-point communication,
which was quite limited. The use of social media in the
last decade has created new challenges such as data storage,
browsing speed, security, privacy, fake news, advertisement
and announcing events etc. These new and ever changing
challenges require novel solutions[7].

The structural properties of complex networks are of great
interest to researchers. The real-world social networks may
be represented by undirected or directed graph with positive
weights on its edges where the number of vertices is much
larger than the edges. These social networks have small world
network properties with a large clustering coefficient[4]. The
average path length between two nodes is of the order lnN in a
random graph. The network consists of nodes with meaningful
relationships among them in the form of links[3]. At another
level the relation hierarchy can defined by another way, where
the elements of hierarchy are communities.

The structure of these communities is one of the most
important properties on these networks. The communities
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denotes the group of objects that interact with each other in
the network.

Intuitively, the definition of the community is a sub-graph
where the number of edges inside the sub-graph is more than
the number of edges outside the sub-graph[9]. We call the
community strong when each node has more connections with
the nodes inside the community than outside the community.
So a community consists of more connections inside than out-
side. As communities consists of nodes with more connections
within the community.

Real-world networks are different from artificial networks.
In real-world networks, the communities have more connec-
tions due to relations in the structure of the network. In such
networks the power law implies that some hubs or vertices
have many more connections than rest of the vertices in the
network[9][6] Figure 1 shows the sociometry of real graph
commonly known as the Moreno network[7]. This network
consists of 33 nodes and it was created by studying the
behaviour of grade four students in a school. This network
was created to study the friendship pattern among the students.
One of the deciding factors was the gender. It used triangles
to denote the boys and circles to denote the girls. Using
the method of sociometry it visualized these connections in
several networks called sociograms [1]. The network could
use gender to determine the relation of friendship. However,
besides these groups it is possible that there is a community
structure within the same gender. On a broader note we use
other characteristics of the networks to detect the communities.
For example, using the walk-trap algorithm [10] we found 6
communities in the network (see fig 2). To study this concept
and its properties for large networks( ≈106 nodes or more), we
present a new method, that defines communities on artificial
networks. It is closer to real-world communities on graphs.
In figure 2, we calculate 6 communities on the same network
using walk-trap algorithm.

II. RELATED WORK

Over the time, a number of methods have been developed.
One of them is the minimum-cut method for community
identification. With this method, the network is partitioned in
such a way that it minimizes the edges between the partition.
The disadvantage of this method is that communities have
a fixed size and they are identified in the network by this
predetermined number.



Figure 1. Moreno network Sociometric

Figure 2. Moreno network walk-trap communities

Another algorithm is called GN(Girvan–Newman) algo-
rithm.The GN algorithm uses edges which are highly local-
ized in the communities [5]. The algorithm identifies these
edges present between communities. Some of the edges are
rewired and some are deleted. The GN algorithm has a simple
structure, but it does not identify the overlapping structures in
the network[8]. Therefore for those graphs where overlapping
structures are present, LFR (Lancichinetti–Fortunato–Radicchi
) benchmark is used.

The LFR benchmark [12] for apriori known communities
generates the network which have nodes and communities
with a power law distribution. As stated in the “detecting
overlapping structure in hierarchical networks ”,a bigger value
of overlapping structures defines a fuzzier community struc-
ture. As stated by the LFR benchmark, the communities are
identified as the maximization of a property or fitness of
node.The fitness function for a subgraph is defined as

fG =
KGin

(KGin +KGout)
α

(1)

where G is the module,KGin is total internal degree (i.e. double
the number of links), KGout is the total number of links of each
member to the rest of the graph and α is a positive real-valued
parameter which controls the size of the communities.

The authors of this algorithm [13] intended that the sub-
graph starting from a node when combined with a new node
would have a higher fitness function value and the removal
of any node from the sub-graph would lower the value of the
fitness function. To compare the partition generated by this
fitness function, they used normalized mutual information.

A. Preference Relations
The Relation R between X and Y in Set theory is defined

as the subset of Cartesian product (i.e. R ⊂ X × Y ), where
X × Y is set of all ordered pairs (x, y) and x ∈ X, y ∈ Y .

To define the preference, we take a simple example. Among
a set of items X if we make or express out preferences
by making comparisons of form, ”I strictly prefer x to y”.
Preference or choosing x is different than liking x or having
taste for x. One can prefer x to y but dislike both the options.
The preference relation tell us how true (x < y) is. That is,

P να(x, y) = degree‘(x < y) (2)

which may be true if
P (5 < 7) = 0.9
P (5 < 5) = 0.5
P (7 < 5) = 0.1
P (x, y) ∈ (0, 1) in Boolean algebra P (0, 1) = 1 and
P (1, 0) = 0.

We can also define our own function. Here, the intensity of
the preference is controlled by the parameter of this function,
and α
is the sharpness parameter.

The parameter ν ∈ (0, 1) and f is a generator of a strict t
norm.The preference implication in pliant logic form is

P (α)
ν =

1, if (x, y) ∈ (0, 0), (1, 1)

f−1
(
f(ν) f(y)f(x)

)
, otherwise

(3)

III. PREFERENCE RELATION FOR COMMUNITIES

In order to realize the goals set forth we have constructed the
fitness function equivalent of a Preference relation function for
creating an artificial network like this[2]. Our system allows
us to control the strength of truth when including a new
member to the group or community[15]. A node can have
the characteristics of more than one community and in such a
case it is a harder to decide the membership of the node. The
intensity of the preference implication[11] offers a solution to
this problem.

We start with a given graph and an initial number of
communities required to define the communities on this graph.
While comparing the fitness value of the community when
a new member is approaching the community to gain its
membership, it is important to check how beneficial this would
be to the community. This decision is much harder to make
when many nodes wish to be member of the community but
the community restrics the number of new people that can be
members. That is,

SG′ = SG ∪A (4)

where SG is the community graph and A is new member.SG′
is the fitness of the community graph with A. SG is the fitness
of the community graph without addition of a new member A.
The selection of a suitable threshold value for a community
membership remains open because it cannot be decided merely
by calculating the difference between the two. It remains a
multi-criteria decision making problem. Each community has
some links within the community that includes the connection
only among the members of the communities, which is kin,
and kout are the links with nodes outside the community.



Initialize community ← initial node;
Initialize threshold;
foreach c ∈ community do

Find its neighboring nodes
foreach i ∈ neighborhoodofc do

Calculate the fitness value and preference value
X : fitnessofG,
Y : fitness of G’, where G’ = G + i,
PreferenceListOfci : P

(α)
ν (x, y) =

1

1+ 1−ν
ν

(
1−y
y

x
1−x

)α
end
foreach n in PreferenceListOfc do

if PreferenceList0fci > δ then
ithnode is member of the community c

end
end

end

A. Algorithm

The algorithm follows the following steps.

IV. OUR APPROACH

The stopping criteria of the algorithm is decided by this
threshold until there is a change in the community size. The
members in the neighborhood are approached for membership
assignment. We define the initial node of the community
as the starting node for each community for the process of
community detection. These starting nodes are different from
cluster heads as they serve only as the starting criteria for the
algorithm and remain fixed for the entire process. As regards
the LFR benchmark [12], each node in the neighborhood of
these initial nodes is considered for membership based on the
fitness value of community. However, because the community
is intially small in size (i.e. having only one initial node),
the nodes in the neighborhood have a low threshold to join
the community. From this viewpoint, the user can control the
threshold ν for each community at different stages of the
membership allocation. The membership of a node is highly
dependent on the membership of the neighboring nodes. The
parameter ν has different values when examined on the plot.

V. RESULTS

For a simulation we took six networks to test the feasibility
of our approach. The first test consisted of six artificial
networks with a similar degree of distribution.

The networks on which our proposed method were tested
were generated from the LFR benchmark [12]. For simplicity
we took network with nodes with a maximum membership
of two communities. II describes network with different sizes
and similar statistics. On these networks, we used our proposed
method to detect the community membership for nodes. We
initially chose the number of communities between 0.1 and
0.2 on smaller graphs and a smaller value from 0.05 and

Table I
ARTIFICIAL NETWORK STATISTICS FROM LFR BENCHMARK WHERE THE
mu MIXING PARAMETER IS 0.2 FOR EACH NETWORK. THE MEMBERSHIP

OF OVERLAPPING NODES IS RESTRICTED TO 2 .HERE N: NUMBER OF
NODES, NC:SIZE OF SMALLEST COMMUNITY,MC2: SIZE OF LARGEST

COMMUNITY,k: AVERAGE DEGREE,kmax : MAXIMUM DEGREE,ON:
NUMBER OF OVERLAPPING NODES,E: NUMBER OF EDGES,Ttrans :

CLUSTERING COEFFICIENT,D: DIAMETER

N k kmax NC MC ON E Ttrans D
15 3 5 3 5 5 37 0.3214286 5
30 6 10 5 10 10 158 0.4263646 4
60 12 20 5 10 10 709 0.4819797 3
100 5 15 10 30 15 565 0.2453694 4
200 20 40 5 40 40 3900 0.4070859 3
500 20 50 5 50 50 9962 0.4444339 4

Table II
PREFERENCE BASED RELATION METHOD RESULTS.HERE N: NUMBER OF

NODES, NC:SIZE OF SMALLEST COMMUNITY,MC:SIZE OF LARGEST
COMMUNITY,COMNUM: NUMBER OF COMMUNITIES CREATED IN THE

NETWORK,OUTLIERS- NODES WHICH DO NOT BELONG TO ANY
COMMUNITY

N NC MC ComNum ON outliers
15 4 7 5 8 2
30 6 12 6 20 4
60 13 22 10 52 1
100 7 14 20 57 10
200 21 44 16 161 17
500 55 19 32 303 33

0.1 on larger graphs. However, the initial number of possible
communities depends on the type of network being studied. As
can be seen, the algorithm is executed for a fixed number of
steps. We observed that on smaller graph need a bigger number
of initial communities to reduce the number of outliers in
output results. Below, 3 shows on different types of networks
investigated in our experiment.

VI. CONCLUSION AND FUTURE WORK

Here, we presented a new approach for the selection of
community membership based on preference. The preference-
based approach assigned a membership to the nodes in the

Figure 3. Bar plot shows the number of overlapping nodes and outliers in
different sized network



network. Our findings revealed that the distribution of nodes
in different communities is not possible without outliers. To
control the outliers we did not make any changes to the overall
network by adding or deleting any edges. For the networks
which are not robust, this way of community detection can
be useful as it maintains the original structure of the graph
at the end of the algorithm. The distribution of community
membership can be controlled by the δ parameter in our
proposed method. The preference-based approach provides a
new direction for analyzing the overlapping region of com-
munities in networks. The parameter ν controls the threshold
and controls the sharpness of the preference. In the future,
we would like to perform these tests on a wider range of
networks with different structures to gain a better insight into
the network properties and the preference-based relation for
communities.
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