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Abstract

This paper is devoted to the problem of where the critical points of

a polynomial are relative to their zeros. Classical and new developments

are surveyed along with illustrative examples. The paper finishes with a

short proof of the sector theorem of Sendov and Sendov.

This paper surveys some of the results regarding the location of the critical
points of polynomials. A short proof will also be given for the beautiful recent
sector theorem of B. Sendov and H. Sendov.

The topic is very old, the most classical references are [30] by E. B. Van
Vleck, [14] by M. Marden, [17] by Q. I. Rahman and G. Schmeisser and [24] by
T. Sheil-Small. We shall however, also touch many newer developments that
are not included in those works. We also mention the recent survey paper [21]
by T. Richards that discusses some of the topics to be dealt with below.

1 The Gauss-Lucas theorem

Let us start with the classical formulation.

Theorem 1 (Gauss, Lucas) If P is a non-constant polynomial, then the con-
vex hull of its zeros contains the critical points of P , i.e. the zeros of P ′.

This is an easy consequence of an observation by C. F. Gauss (cf. [7]) from
around 1836 describing the critical points as the equilibrium points in a field
generated by unit charges placed at the zeros counting multiplicity (see below),
and it was was explicitly stated and proved by F. Lucas [12] in 1874.

The Gauss-Lucas theorem is often stated in the form that if K is a (closed)
convex set that contains all zeros of P , then K contains all zeros of P ′.

The proof is simple: since K is the intersection of half-planes, it is sufficient
to show the claim when K is a half-plane, which we may assume to be K =
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{z ℜz ≤ 0}. Let z1, . . . , zn be the zeros of P . Thus, ℜzj ≤ 0, hence if z 6∈ K,
i.e. ℜz > 0, then ℜ(z − zj) > 0 for all j, and so

ℜ 1

z − zj
=

ℜ(z − zj)

|z − zj |2
> 0.

But then, since

P ′(z)

P (z)
=

n
∑

j=1

1

z − zj
, (1)

we have

ℜP
′(z)

P (z)
=

n
∑

j=1

ℜ 1

z − zj
> 0,

showing that P ′(z) 6= 0.

The proof easily gives that if the zeros of P are not collinear, then a critical
point lies in the interior of the convex hull of the zeros unless it is a zero of P
of multiplicity ≥ 2.

Furthermore, the same proof shows that if r1, . . . , rn are non-negative num-
bers not all zero, then all zeros of

Q(z) =

n
∑

j=1

rj
∏

k 6=j

(z − zk)

lie in the convex hull of z1, . . . , zn (c.f. [30, p. 648], [3]). The original Gauss-
Lucas statement is the r1 = · · · = rn = 1 special case.

Gauss’ formula (1) gives rise to an electrostatic interpretation of the critical
points. Indeed, place a unit positive charge to every zero counting multiplicity
(so at a zero we place chargem ifm is its multiplicity), and consider the potential
field of these charges provided the attractive/repelling force is proportional with
the reciprocal of the distance (on the plane this is the version of Coulomb’s law
— in the plane the potential field is generated by the logarithmic kernel). Note
that for a unit positive charge placed at a point z the charge placed at the zero
zj exercises the force

c
1

z − zj
,

where · denotes complex conjugation and c is a fixed, universal constant (Coulomb
constant). Hence, formula (1) shows that z is a critical point of P precisely if
it is an equilibrium point in that field, i.e. if the total force at z is zero:

c

n
∑

j=1

1

z − zj
= 0.
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We close this section by giving another proof of the Gauss-Lucas theorem
due to T. Richards (see the proof of [19, Theorem 2.1]). Suppose to the contrary
that there is a w not in the convex hull of the zeros which is a critical point of
P . Then w and the convex hull can be separated by a line ℓ. We may assume
that ℓ is the imaginary axis, all zeros zj lie in {z ℜz < 0} and ℜw > 0. If
the multiplicity of w in P ′ is k ≥ 1, then in a neighborhood of w the level
set S := {z |P (z)| = |P (w)|} consists of k + 1 analytic arcs such that their
tangent lines at w divide the the plane into (2k + 2) sectors of vertex angle
2π/(2k + 2). By rotating the zeros of P about w a little we may assume that
neither of the just mentioned tangent lines is horizontal. Then every horizontal
half-line {iy + t t ≥ 0} that is close to w intersects S in at least two different
points. But that is impossible, since |P (z)|, z = iy+ t, is increasing along every
such horizontal line (each |z − zj | with ℜzj < 0 increases as t ≥ 0 increases in
z = iy + t).

2 Higher derivatives

Let Z(P ) = {z1, . . . , zn} denote the zero set of P (z) = anz
n + · · ·+ a0 (an 6= 0)

and C(Z(P )) its convex hull. This is a (possibly degenerate) polygon with center
of mass

z1 + · · ·+ zn
n

= −an−1

nan
.

By the Gauss-Lucas theorem C(Z(P ′)) ⊂ C(Z(P )), and here the center of mass
of C(Z(P ′)) is again −an−1/nan because

P ′(z) = nanz
n−1 + (n− 1)an−1z

n−2 + · · · .

Now applying this to P ′ and then to P ′′ etc., we obtain that

C(Z(P )) ⊃ C(Z(P ′)) ⊃ C(Z(P ′′)) ⊃ · · · ⊃ C(Z(P (n−1))) =

{

−an−1

nan

}

(2)

are shrinking polygons with the same center of mass.
This has the following converse, see [8] by T. Genchev and B. Sendov.

Theorem 2 (Genchev-Sendov) Let L : C(z) → C(z) be a linear operator
from C(z) (the set of continuous functions on C) into itself such that if P is
a non-constant polynomial and L(P ) 6= 0, then C(P ) contains C(L(P )). Then
either L is a linear functional, or there is a c 6= 0 and a k such that L(P ) = cP (k)

for all polynomials P .
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For a related result when C(L(P )) ⊆ C(P ) is replaced by the assumption that
the diameter diam C(L(P )) of C(L(P )) is at most as large as diam C(P ) see the
paper [15] by N. Nikolov and B. Sendov.

It is a remarkable fact that in the decreasing sequence (2) the terms become
small for high order derivatives. Indeed, the results of [18] by M. Ravichandran
easily imply

Theorem 3 (Ravichandran) If the degree of P is n, then for c ≥ 1/2 we
have

diamZ(P (cn)) ≤ 2
√

c(1− c) · diamZ(P )). (3)

In particular, if c is close to 1, then the diameter of Z(P (cn)) is much smaller
than the diameter of Z(P ), and the rate of decrease is universal.

Proof. Let P be of degree n with zeros z1, . . . , zn, and let R(P ) denote
the monic polynomial with zeros ℜz1, . . . ,ℜzn. Furthermore, let us denote by
λmax(Q), λmin(Q) the largest resp. smallest zero of a polynomial Q with real
zeros. Corollary 5.4 in [18] states that for any k ≥ 1

λmax(R(P
(k))) ≤ λmax((R(P ))

(k)), λmin(R(P
(k))) ≥ λmin((R(P ))

(k)). (4)

Furthermore, Lemma 6.1 from [18] claims that if Q is of degree n and has only
real zeros, then

λmax(Q
(cn))− λmin(Q

(cn)) ≤ 2
√

c(1− c) ·
(

λmax(Q)− λmin(Q)
)

.

In particular,

λmax((R(P ))
(cn))−λmin((R(P ))

(cn)) ≤ 2
√

c(1− c)·
(

λmax(R(P ))−λmin(R(P ))
)

.

Putting these together we obtain

λmax(R(P
(cn)))− λmin(R(P

(cn))) ≤ 2
√

c(1− c) ·
(

λmax(R(P ))− λmin(R(P ))
)

.

What we have obtained is that the length of the vertical projection of
C(P (cn)) onto the real line is at most 2

√

c(1− c) times the length of the same
projection of C(P ). Of course, then the same is true about the perpendicular
projection of these convex hulls onto any line.

Let now d be the diameter of Z(P (cn)), and suppose that w1, w2 ∈ Z(P (cn))
are two points for which |w1 − w2| = d. We may assume without loss of gen-
erality, that w1, w2 ∈ R and w1 < w2. Then the zeros of P (cn) all lie in
the vertical strip determined by the lines x = w1 and x = w2. By what
we have just shown, the smallest vertical strip that contains all zeros of P
must have width ≥ d/2

√

c(1− c), so there are zeros z1, z2 of P for which
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ℜz2 − ℜz1 ≥ d/2
√

c(1− c). But then diamZ(P ) ≥ d/2
√

c(1− c)), and this
is what we wanted to prove.

The paper [18] also contains the example P (z) = (z2 − 1)m, n = 2m → ∞,
showing that the bound given in Proposition 3 is of the correct order for c lying
close to 1. In fact, in this case Vieta’s formulae for

P (cn)(z) = n(n−1) · · · (n−cn+1)z(1−c)n−n
2
(n−2)(n−3) · · · (n−cn−1)z(1−c)n−2+· · ·

give that

∑

λ∈Z(P (cn))

λ2 = (
∑

λ∈Z(P (cn))

λ)2 − 2
∑

λ,θ∈Z(P (cn)), λ 6=θ

λθ

= 0 +
(n− cn)(n− cn− 1)

n− 1
= n(1− c)2 +O(1),

and since the left-hand side is the sum of n(1 − c) numbers, it follows that
λ2 ≥ 1− c+O(1/n) for the largest λ2. Now we can deduce from the symmetry
of the zeros that

diamZ(P (cn)) = λmax(P
(cn))− λmin(P

(cn)) ≥ 2
√
1− c+O(1/n)

=
√
1− c · diamZ(P ) +O(1/n),

showing that the decrease of the diameter of the zero set after cn derivation is
not smaller than

√
1− c+O(1/n).

The same example explains why c in Theorem 3 must be at least 1/2: for
k < n/2 the diameter of Z(P (k)) is the same as the diameter of Z(P ).

3 The theorem of Malamud and Pereira

Let P be a polynomial of degree n, let z1, . . . , zn be its zeros and ξ1, . . . , ξn−1

the zeros of P ′
n. The Gauss-Lucas theorem states that each ξj is a convex linear

combination of z1, . . . , zn. A remarkable extension was proved independently in
[13] and [16] by S. M. Malamud and R. Pereira. To state their result recall that
an (n− 1)× n size A = (aij) matrix is doubly stochastic if

• aij ≥ 0,

• each row-sum equals 1, and

• each column-sum equals (n− 1)/n.
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Let

Z =







z1
...
zn






Ξ =







ξ1
...

ξn−1







With these notations the celebrated Malamud-Pereira theorem can be stated
as

Theorem 4 (Malamud, Pereira) There is a doubly stochastic matrix A such
that Ξ = AZ.

This has a very strong immediate consequence:

Corollary 5 If ϕ : C → R+ is convex, then

1

n− 1

n−1
∑

j=1

ϕ(ξj) ≤
1

n

n
∑

k=1

ϕ(zk). (5)

Convexity is meant in the classical sense that

ϕ(αz + (1− α)w) ≤ αϕ(z) + (1− α)ϕ(w)

for all z, w and 0 < α < 1. As usual, this implies

ϕ(a1z1 + · · ·+ anzn) ≤ a1ϕ(z1) + · · ·+ anϕ(zn)

for aj ≥ 1,
∑

j aj = 1. From here the proof of (5) follows in two lines:

1

n− 1

n−1
∑

j=1

ϕ(ξj) ≤
1

n− 1

n−1
∑

j=1

n
∑

k=1

ajkϕ(zk)

=
1

n− 1

n
∑

k=1

ϕ(zk)

n−1
∑

j=1

ajk =
1

n

n
∑

k=1

ϕ(zk).

We list a few special cases of (5).

1) For m ≥ 1

1

n− 1

n−1
∑

j=1

|ℜξj |m ≤ 1

n

n
∑

k=1

|ℜzk|m, m ≥ 1.

For m = 1 this was proved by P. Erdős and I. Niven [6] and simultaneously by
N. G. de Bruijn and T. A. Springer [1].
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2) If m ≥ 1, then

1

n− 1

n−1
∑

j=1

|ξj |m ≤ 1

n

n
∑

k=1

|zk|m.

For integer m this is due to de Bruijn and Springer [1]. That same paper
conjectured (5), which conjecture was open for about 50 years until the papers
of Malamud and Pereira.

3) If all zeros lie in the upper-half plane, then

(

n
∏

k=1

ℑzk
)1/n

≤





n−1
∏

j=1

ℑξj





1/(n−1)

.

4 Asymptotic Gauss-Lucas Theorem

In the Gauss-Lucas theorem there are two essential assumptions:
1. K is convex,
2. all zeros of P lie in K.

Convexity cannot be dropped: if K is closed and not convex, then there are
w1, w2 ∈ K such that the line segment connecting w1 and w2 lies entirely outside
K (except for its endpoints), and then for the polynomial P (z) = (z − w1)(z −
w2), which has zeros in K, its only critical point (which is the midpoint of
segment w1w2) lies outside K. Note, however, that for the case K = [−2,−1]∪
[1, 2] all but (possibly) one critical points of a polynomial lie in K if all of its
zeros are from K.

Regarding condition 2. the situation is more dramatic: if one zero of P is
allowed to be outsideK, then it can happen that all the critical points lie outside
K. Indeed, ifK = [−1, 1] and P0(z) = (z−i)∏n−1

j=1 (z−xj) where x1, . . . , xn−1 ∈
[−1, 1] are different, then all critical points have positive imaginary part, and
hence lie outside K. Simple linear transformation of this example gives a similar
example for all convex K. Indeed, pick a point S on the boundary ∂K of
K where this boundary (as a plane curve) is differentiable and hence there
is a unique tangent line there. We may assume that S = 0, the real line
is the tangent line to K and K lies in the lower half-plane {z ℑz ≤ 0}.
Take a linear transformation Tz = εz + η with small ε > 0 and η such that
T [−1, 1] becomes a horizontal chord I of ∂K lying close to 0, and consider the
polynomial P̃0(z) = P0(T

−1(z)). Then all but (possibly) one of the zeros of P̃
lie in K, and it is easy to see that for small ε (depending on n and the points
x1, . . . , xn−1 ∈ [−1, 1]) all of its (n − 1) critical points lie outside K (just note
that the portion of ∂K that lies above the chord I is of distance o(ε) from I as
ε→ 0, while the images of the critical points of P under T lie of distance ≥ cε
above I).
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The just given example seems to rule out an analogue of the Gauss-Lucas
theorem when some of the zeros of P may lie outside the convex setK. However,
while in this case all critical points may lie outside K, most of them must be
close to K (an observation of B. Shapiro), and this gives rise to an asymptotic
version of the Gauss-Lucas theorem.

In what follows we shall consider polynomials Pn, n = 1, 2, . . ., where the
degree of Pn is n. We say that most of the zeros of Pn lie in K if

lim
n→∞

1

n
#{zeros of Pn lying in K} = 1,

that is if only o(n) of the zeros of Pn lie outside K. With this notation it is true
(see [27]) that if K is convex and most of the zeros of Pn, n = 1, 2, . . ., lie in K,
then most of the zeros of P ′

n lie in any fixed neighborhood of K.
However, in this asymptotic version the convexity of K is not essential, the

same statement holds for so-called polynomially convex sets K. To formulate it
we need the following definition. Let K ⊂ C be a non-empty compact set, and
let Ω be the unbounded connected component of C\K. The set Pc(K) = C\Ω
is called the polynomially convex hull of K. It is the union of K with all the
bounded components of C \ K. Now with it we can formulate the following
asymptotic Gauss-Lucas theorem (see [28, Corollary 1.9]).

Theorem 6 If K contains most of the zeros of Pn, n = 1, 2, . . ., then any
neighborhood of Pc(K) contains most of the zeros of P ′

n.

Recall, that P ′
n may not have a single zero in Pc(K), so we must to consider

neighborhoods (which may, however, be as small as we wish).
For convex K T. J. Richards conjectured (see [20], [22]) the following quan-

titative version, in which Kε denotes the ε-neighborhood of K: If K is convex,
then for ε > 0 there is an η > 0 (depending on K and ε) such that if a poly-
nomial Pn of degree n has k ≥ (1− η)n zeros in K, then P ′

n has at least k − 1
zeros in Kε.

This conjecture is true, a proof will be published in [29]. This latter paper
also gives the bounds C1ε

2 ≤ η ≤ C2ε for the best constant η = ηε. A weaker
version (namely when Pn has k ≥ n(1 − cε/ log n) zeros in K), was proven in
[20] by T. J. Richards and S. Steinerberger.

In the just mentioned quantitative result the number k is close to n. There is
no version of the sort that “if K contains a certain portion αn of the zeros, then
Kε will contain some portion α′n of the critical points”. Indeed, this completely
fails for α < 1/2 as is seen from

Example 7 Let α < 1/2. If Pn(z) = zn− 1, and K is the square of side-length
2 and with center at the point 1 + 2ε, then for small ε > 0 and large n the set
K contains at least αn of the zeros of Pn (n-th roots of unity). However, all the
critical points are at the origin, so Kε does not contain a single critical point.
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5 Distributions of zeros and critical points

Let us consider again a sequence of polynomials Pn, n = 1, 2, . . ., where Pn is
of degree n. If z1n, . . . , znn are the zeros of Pn, then the zero counting measure
νPn

is defined as

νPn
=

1

n

n
∑

j=1

δzjn ,

where δz denotes the Dirac measure (unit mass) at the point z. When we talk
about zero distribution, we talk about weak∗ convergence of the sequence {νPn

}
(or of a subsequence of it): we say that νPn

tends to the measure µ if

∫

gdνPn
=

1

n

n
∑

j=1

g(zjn) →
∫

gdµ, n→ ∞,

for all continuous functions g on C of compact support. This is equivalent to
the fact that for a dense set of disks D (more precisely for all disks D for which
µ(∂D) = 0)

1

n
#{1 ≤ j ≤ n zjn ∈ D} → µ(D), n→ ∞.

In what follows we shall always assume that µ is of compact support S and
of total mass 1 (i.e. only o(n) of the zeros can go to infinity). On applying
Theorem 6 to a large disk containing the support S of µ we can see that then
only o(n) of the zeros of P ′

n can go to ∞, i.e., by Helly’s selection theorem, from
any subsequence of {νP ′

n
} we can select a convergent subsequence, the limit of

which we denote by ν. The basic question we are discussing in this section how
ν and µ are related.

First we consider some illustrative examples.

Example 8 Suppose that all zeros of Pn lie in [−1, 1]. By Rolle’s theorem in
between any two zeros of Pn there is a zero of P ′

n and the multiplicity of a zero
is decreased by 1 under differentiation, which easily imply that ν = µ. In other
words, in this case the distribution of the critical points is always the same as
the distribution of the zeros.

Example 9 For Pn(z) = zn − 1 the zeros are the n-th roots of unity, but P ′
n

has all of its zeros at the origin. Thus, in this case the distribution of the zeros
is the normalized arc measure λ on the unit circle C1, but the distribution of
the critical points is the Dirac mass at the origin.

The following example is a slight variation of the preceding one with a com-
pletely different conclusion.
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Example 10 Let Qn(z) = z(zn−1 − 1). The distribution of the zeros is again
the normalized arc measure λ on the unit circle C1, but since Q

′
n(z) = nzn−1−1,

we obtain that λ is also the distribution of the critical points.

The main difference in between Examples 8 and 9 is that in the first one the
complement of the support S of the limit measure µ is connected (since S ⊂ R),
while in the second example S = C1, the complement of which is not connected.
Indeed, in the case when the complement is connected, the distribution of the
critical points always follows the distribution of the zeros (see [28, Theorem
1.1]).

Theorem 11 If νPn
→ µ and the support S of µ has connected complement,

then νP ′

n
→ µ.

Example 9 shows that this may not be the case if the complement of S is
not connected. However, this example is very special: indeed, if S = C1 but µ
is not the normalized arc measure on C1, then necessarily νP ′

n
→ µ. This is a

special case of a general principle that we formulate now. If Γ is a Jordan curve
(homeomorphic image of a circle) then its equilibrium measure µΓ is the unique
probability measure on Γ for which the logarithmic potential

UµΓ(z) =

∫

log
1

|z − t|dµΓ(t)

is constant on Γ. For example, (by symmetry) µC1
is the normalized arc measure

λ on the unit circle C1. Now it turns out that if νPn
→ µ, the support S of

µ lies on a Jordan curve Γ and µ 6= µΓ, then the distribution of the critical
points is again µ. For analytic Γ there are however, examples of polynomials
Pn, n = 1, 2, . . ., such that νPn

→ µΓ, but all limits ν of νP ′

n
have support lying

strictly inside Γ (and so, in particular, ν 6= µΓ). Such examples are, however,
very unstable, if we change a zero of Pn (by an amount ≥ 1/nγ) or delete or add
(like in Example 10) a zero, then for the resulting polynomials the distribution
of the critical points will be already µΓ. There are also Jordan curves (like
curves with an inner angle < π at some point) for which even the case µ = µΓ

is not an exception, i.e. on those curves the distribution of the critical points
always agrees with the distribution of the zeros. For all these results see [28,
Theorem 1.2].

Finally, let us discuss what happens in the general case, i.e. when the support
S is not lying on a Jordan curve. The set C \ S has an unbounded component
Ω and bounded components {Gj}Jj=1 (their number may be infinite, finite or
even zero, in which case we set J = 0). We define the inner boundary of S as
the closure of the union of the boundaries of the connected components:

∂innerS = ∪Jj=1∂Gj ,

while the outer boundary is the boundary ∂Ω of the unbounded component Ω
of C \ S. The inner and outer boundaries may not be disjoint, and together
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they give the boundary of S. With this notation we have the following theorem
(see [28, Theorem 1.6]).

Theorem 12 Suppose that νPn
→ µ, where µ is a unit measure with compact

support S.

• If µ(∂innerS) = 0, then νP ′

n
→ µ.

• If Gj are the connected components of C \ S and if O = C \ ∪jGj, then
for any weak∗-limit ν of {νP ′

n
} we have

µ
O

= ν
O
.

Note that if S has connected complement, then O = C, so the second part
of the theorem implies Theorem 11. Note also that the interior of S lies in O,
hence in the interior of S the distribution of the critical points is the same as
the distribution of the zeros. In particular, if the zeros are distributed accord-
ing to an area-like measure µ, then the distribution of the critical points is µ
(conjectured by B. Shapiro).

6 Generalizations, sharper forms, special cases

In some cases further restrictions on the location of the critical points can be
given. We sample below a few such results which can be used in conjunction
with the Gauss-Lucas theorem or with each other (when they are applicable).

Real polynomials

For real polynomials J. L. W. V. Jensen [10] stated the following theorem. Recall
that if P is real, then its non-real roots can be paired into complex pairs aj±ibj ,
bj > 0. For each such complex pair of roots let Dj = {z |z − aj | ≤ bj} be the
disk over the segment connecting the zeros aj ± ibj .

Theorem 13 (Jensen) If P is real, then the non-real zeros of P ′ all lie in the
union of the disks Dj.

The following simple proof is from [5]. Let zj± = aj ± ibj be a pair of com-
plex conjugate roots and set z = x + iy. Simple computation shows that the
imaginary part of

1

z − zj+
+

1

z − zj−

is
−2y[(x− aj)

2 + y2 − b2j ]

|z − zj+|2|z − zj−|2
,
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so outside the disk Dj it is of opposite site to y. In a similar vein, for a real
zero ak of P

ℑ 1

z − ak
=

−y
|z − ak|2

,

which is again of opposite site to y. Therefore, for z lying outside the real line
(i.e. for y 6= 0) and of ∪jDj , the imaginary part of the sum in (1) is not zero,
hence P ′(z) 6= 0.

Circular domains

Let us start with J. H. Grace’s theorem from [9].

Theorem 14 (Grace)If z1, z2 are any two zeros of a polynomial P of degree
n, then P ′ has a zero in the disk with center at (z1 + z2)/2 and of radius 1

2 |z1−
z2| cot(π/n).

By the Gauss-Lucas theorem if all zeros of a polynomial lie in a disk, then the
same disk contains all the critical point. J. L. Walsh’s [31] classical two-circle
theorem discusses the case when the zeros lie in two disks.

Theorem 15 (Walsh) Let D1, D2 be two disks with center at c1, c2 and of
radius r1, r2, respectively. Let P be a polynomial of degree n with all its zeros in
D1∪D2, say n1 zeros lie in D1 and n2 zeros lie in D2. Then P has all its critical
points in D1∪D2∪D3, where D3 is the disk with center at (n1c2+n2c1)/n and
of radius (n1r2 + n2r1)/n.

Furthermore, if these three disks are pairwise disjoint, then D1 contains
n1 − 1 critical points, D2 contains n2 − 1 critical points, and D3 contains 1
critical point.

Next, suppose that P (z) =
∏m
j=1(z − zj)

kj , where the zj ’s are different, so
the degree of P is n = k1 + · · · + km. The paper [4] by D. Dimitrov defines
subdomains of the convex hull that contains the non-trivial critical points of
P (i.e. those critical points that are different from every zj). To describe his
results, for each 1 ≤ j ≤ m choose a closed disk Dj that contains the points kj/n
and 1, and for l 6= j set Djl = zj + (zl − zj)Dj . This is an affine transform of
Dj that contains the point xl and the point Xjl which divides the line segment
zjzl in the ratio kj/(n− kj). Finally, set

Ωj = ∪l 6=jDjl.

Theorem 16 (Dimitrov) Every critical point of P different from zj belongs
to Ωj. As a consequence, all non-trivial critical point belongs to ∩jΩj.
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In particular, we may take Djl to be the disk with diameter Xjlzl and we obtain
the corollary that every critical point different from zj belongs to the union (for
l 6= j) of the disks with center at

n− kj
2n

zj +
n+ kj
2n

zl

and of radius
n− kj
2n

|zl − zj |. (6)

As an immediate corollary it follows that no critical point different from zj
lies closer to zj than

kj
n

min
l 6=j

|zl − zj |.

This is a quantitative manifestation of the fact (coming from the electrostatic
interpretation of the critical points given in the first section) that no critical
point different from zj can lie too close to zj .

The above construction is sharp in some sense, as is shown by

Example 17 Let P (z) = z3 − 1 (or any power of z3 − 1). Then z1, z2, z3 are
the third roots of unity, and kj/n = 1/3 for all j. Simple geometry shows that
if D12 is the disk with diameter X12z2, where X12 = (2z1 + z2)/3 is the point
(lying closer to z1) that trisects the segment z1z2, and D13 is formed similarly
for the pair z1, z3, then D12 and D13 touch each other at the origin, which is only
critical point of P . Thus, in this case the critical point lies on the boundaries
of the disks described above, hence no smaller radii than what is given in (6)
would work.

Strips

Let again the polynomial P have zeros z1, . . . , zn. Consider a direction (a non-
zero vector) w on the plane and draw a line trough each zj parallel with w.
These lines have the equations ax+ by+ cj = 0 with the same a, b (that depend
on w) and with possibly different cj for different zj . Consider the polynomial
Q(z) =

∏n
j=1(z − cj) with real zeros, and let c′1, . . . , c

′
n−1 be the (real) zeros of

Q′. If c′min and c′max are the smallest and largest of them, then consider the lines
ℓ′min, ℓ

′
max through them that are parallel with w. These form a closed strip that

we denote by Sw. Formula (4) with k = 1 shows (since we may assume without
loss of generality that the direction w is vertical) that all zeros of P ′ lie in Sw,
which proves the following theorem of B. Z. Linfield [11] (see also [2]).

Theorem 18 (Lindfeld) The critical points of P lie in ∩wSw.

It can also be shown that the non-trivial critical points lie in the interior of the
strip Sw.
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Degrees three and four

A beautiful theorem of J. Siebeck [26] is the following.

Theorem 19 (Siebeck) If P has degree three and its roots form the triangle
T = z1z2z3, then the critical points of P are at the foci of the only conic which
is tangent to the sides of T at their midpoints.

If P is of the form (z − z1)
k1(z− z2)

k
2(z − z3)

k3 , then the non-trivial critical
points are at the foci of the conic that touches the sides of T and the points
of tangency divide the corresponding sides of T in the ratio k1/k2, k1/k3 and
k2/k3, respectively. See [14, Theorem 4.1].

There is a higher-order version (allowing any number of zeros and higher
order algebraic curves) due to B. Z. Linfeld [11] (see also [2]).

Let us now consider a polynomial P of degree 4 with zeros z1, z2, z3, z4, when
we assume that z4 lies inside the triangle T = z1z2z3. By connecting z4 with
z1, z2, z3 we get a division of T into three triangles T1, T2, T3. One is tempted
to think that each of those triangles contains a critical point. A recent result of
A. Rüdiger [23] claims that this is never the case.

Theorem 20 (Rüdiger) The interior of at least one of T1, T2, T3 is free from
critical points.

For the case when the degree of P is n ≥ 4 but the convex hull of the zeros has
fewer than n sides see [23].

7 The sector theorem

In this section we consider polynomials with nonnegative coefficients and the
sectors

Kθ = {z Arg z ≥ θ},
where we take the main branch of the argument. If θ ≥ π/2, then Kθ is convex,
hence, by the Gauss-Lucas theorem, if Kθ contains all zeros of a polynomial P ,
then it contains all of its critical points, as well. It was proved by B. Sendov and
H. Sendov [25] that the claim is actually true even if Kθ is not convex provided
P has nonnegative coefficients.

Theorem 21 (Sendov and Sendov) Let 0 < θ < π. If Kθ contains all zeros
of a polynomial with nonnegative coefficients, then it contains all of its critical
points.

As a corollary we deduce the following. Let C+ be the closed upper half
plane, and let K+ be the set of all closed convex sets K+ ⊂ C+ which have
the property that K+ ∩ R = [−a, b] with some a, b ≥ 0 (possibly one or both
+∞), and K does not have a point in the half-plane {z z < −a}. Denote the
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reflection of K+ onto R by KT
+ , and set K = {K+ ∪KT

+ K+ ∈ K+}. Sets in K
include (possibly non-convex) closed sectors with vertex at a point c ∈ [0,∞)
and with axis of symmetry (−∞, c], or the cardioid r = 1−cosϕ (in polar form).

Corollary 22 If K ∈ K and P is a polynomial with nonnegative coefficients
which has all its zeros in K, then the same is true of P ′.

The proof of Theorem 21 in [25] is highly non-trivial, it involves the argument
principle along with very careful zero and sign counting. We present a short
proof along similar lines. We prove the claim in the following form.

Theorem 23 Let p(z) = a0 + a1z + · · · anzn, n ≥ 1, an 6= 0, be a polynomial
with nonnegative coefficients. If 0 < θ < π, and p has no zero in the sector

Sθ := {z 0 < Arg(z) < θ},

then the same is true of p′.

Since both p and p′ are real (hence their zeros are symmetric with respect to
the real line) the two forms are clearly equivalent.

Proof. Considering instead of p(z) the polynomial p(z + ε) for some small
ε > 0, we may assume that aj > 0 for all 0 ≤ j ≤ n and that p and p′ have no
zeros on the boundary of Sθ.

The counterclockwise oriented boundary ∂KR of KR := Sθ ∩ {z |z| < R}
consists of the segments [0, R], [Reiθ, 0] and the counterclockwise arc JR on the
circle {z |z| = R} that connects the points R and Reiθ. Since p has no zero in
Sθ, we get from the argument principle that the total change of the argument of
p(z) on ∂KR is 0. But the change of the argument over [0, R] is 0 and over JR is
nθ+O(1/R), hence the change of the argument over [Reiθ, 0] is −nθ+O(1/R).
Upon letting R→ ∞ we can conclude that the total change of the argument of
p(teiθ) along t ∈ [0,∞) is nθ.

Let f(t) := arg(p(teiθ)), where we choose that branch of the argument for
which f(0) = arg(p(0)) = 0. We claim that f increases on [0,∞). Indeed,
suppose this is not the case. Then there are 0 < t1 < t2 such that f(t2) < f(t1).
Since f ′(0) = arg(a1e

iθ) = θ > 0, then such a t1, t2 can be chosen with f(t2) > 0.
Let ψ+k0π ∈ (f(t2), f(t1)) be a point such that 0 < ψ < π, k0 ∈ N, and jθ−ψ
is not an integer multiple of π for any integer j. Let k ≥ −1 be the integral
part of (nθ − ψ)/π. f is a real valued continuous function on [0,∞) such that
f(0) = 0 and limt→∞ f(t) = nθ, hence its graph intersects each of the (k + 1)
horizontal lines y = sπ + ψ, 0 ≤ s ≤ k, at least once. If 0 ≤ k0 ≤ k, then the
graph intersects y = k0π + ψ at least three times by the choice of k0 and ψ, so
in this case P (t) := ℑ(e−iψp(teiθ)) has at least k + 3 zeros on (0,∞). When
k = −1 or k0 > k, then we can make the same conclusion, since in these cases
the graph of f intersects the line y = k0π + ψ at least twice. P (t) is a real
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polynomial in t ≥ 0 with coefficients aj sin(jθ − ψ), so, by Descartes’ rule of
sign, there are at least k + 3 sign changes among the coefficients of P . But in
between any two sign changes of the sequence {sin(jθ−ψ)}0≤j≤n there is a zero
of the function ℑ(ei(tθ−ψ)), t ≥ 0, so the curve {ei(tθ−ψ)}, 0 ≤ t ≤ n, crosses
the real axis at least k+3 > (nθ−ψ)/π− 1+ 3 > nθ/π+1 times, which is not
the case, since, as it is easy to see, the number of intersections is smaller than
nθ/π + 1. This contradiction proves the claim about the monotonicity of f .

Consider now the curve Γ(t) := p(teiθ), t ∈ [0,∞). We have shown that
f(t) = arg(Γ(t)) increases, so at any time t the curve Γ moves from the point
Γ(t) to the half plane that lies to the left of the (directed) half-line {sΓ(t) s ≥ 0}.
Hence, the unit tangent vector to Γ(t), i.e. Γ′(t)/|Γ′(t)|, is obtained from the
direction of the position vector, i.e. from Γ(t)/|Γ(t)|, by a counterclockwise
rotation with angle ∈ [0, π]. Thus, for any values of the arguments we always
have

arg(Γ(t)) ≤ arg(Γ′(t)) ≤ arg(Γ(t)) + π (7)

mod 2π. But (7) is true at t = 0 by the choice of the branch of the argument
function in f , hence (7) remains true (not just mod 2π!) for every t ≥ 0.
Furthermore, as t → ∞ the two values arg(Γ(t)) and arg(Γ′(t)) agree (= nθ)
mod 2π, which is possible in view of (7) only if arg(Γ(t)) − arg(Γ′(t)) → 0 as
t → ∞. But arg(Γ(0)) = 0, arg(Γ′(0)) = arg(a1e

iθ) = θ, so it follows that the
total change of the argument in Γ′(t) over [0,∞) is θ less than the total change
of the argument in Γ. Since this latter one is nθ by the first part of the proof, we
obtain that the total change of the argument in Γ′ over [0,∞) is (n− 1)θ. This
is the same as the total change of the argument for e−iθΓ′ = {p′(teiθ) t ≥ 0}.

Thus, as R → ∞, the change of the argument of p′(z) over the segment
[Reiθ, 0] is −(n− 1)θ+ o(1), and since its change over [0, R] is 0 and its change
over JR is (n − 1)θ + O(1/R), we can conclude that for all large R the total
change of the argument over the boundary ∂KR (which is always an integer
multiple of 2π) must be 0. Then the argument principle gives that p′ has no
zero in KR for any R, i.e. no zero in the sector in Sθ.

Proof of Corollary 22. Suppose that z0 6∈ K is a zero of P ′, and assume,
for example, that ℑz0 ≥ 0. We have K = K+ ∪ KT

+ where K+ ∈ K+. The
assumption on K+ implies that

• every supporting line ℓ toK+ with positive tangent either intersects [0,∞),
or K+ and −∞ lie on different sides of ℓ,

• every supporting line with negative tangent intersects [0,∞).

Since z0 6∈ K ⊃ K+, there is a supporting line ℓ to K+ that separates z0 and
K+. If this ℓ is horizontal, say it has equation y = b for some b ≥ 0, then ℑz0 > b
while K lies in the lower half plane determined by ℓ. But this is impossible by
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the Gauss-Lucas theorem, so we may assume that ℓ is not horizontal. There are
then two possibilities:

ℓ does not intersect [0,∞). In this case ℓ has positive tangent and K+ and
−∞ and K+ lie on different sides of ℓ. Then ℓ ∩C+ and its reflection onto R
determines a closed sector of opening angle < π which contains K but which
does not contain z0, which is again impossible by the Gauss-Lucas theorem.

ℓ intersects [0,∞), say ℓ ∩ [0,∞) = c. The half line ℓ ∩ C+ and its reflec-
tion onto R determines an open sector Sθ,c with vertex at c and with axis of
symmetry (c,∞) such that Sθ,c does not contain a zero of P , but contains z0.
If we write P in terms of powers of z − c (i.e. write z = (z − c) + c and expand
P (z)), then the so obtained polynomial still has nonnegative coefficients, and by
writing z instead of z − c we may assume c = 0. But then z0 ∈ Sθ,0 contradicts
Theorem 23, and this contradiction proves the corollary.
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[6] P. Erdős and I. Niven, On the roots of a polynomial and its derivative.
Bull. Amer. Math. Soc., 54(1948), 184–190.

[7] C. F. Gauss, Collected Works. Leipzig, Teubner, 19001903, vol. 3, p. 112,
and vol. 8, p. 32, and vol. 9, p. 187.

[8] T. Genchev and B. Sendov, A note on the theorem of Gauss for the distri-
bution of the zeros of a polynomial on the complex plane. Fiz.-Math. Sp.,
1(1958), 169-171. (Bulgarian).

[9] J. H. Grace, The zeros of a polynomial. Proc. Cambridge Philosophical Soc.,
11(1902), 352–357.

17



[10] J. L. W. V. Jensen, Recherches sur la théorie dés équations. Acta Mathe-
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