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Abstract: This paper presents developmental trends in technology-based 
assessment in an educational context and highlights how technology-based 
assessment has reshaped the purpose of educational assessment and the way we 
think about it. Developments in technology-based assessment stretch back three 
decades. Around the turn of the millennium, studies centred on computer-based 
and paper-and-pencil test comparability to ascertain the effect of delivery 
medium on students’ test achievement. A systematic review of media studies 
was conducted to detect these effects; the results were varied. Recent work has 
focused on logfile analysis, educational data mining and learning analytics. 
Developments in IT have made it possible to design different assessments, thus 
boosting the number of ways students can demonstrate their skills and abilities. 
Parallel to these advances, the focus of technology-based assessment has 
shifted from an individual and summative approach to one which is 
cooperative, diagnostic and more learning-centred to implement efficient 
testing for personalised learning. 
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1 Introduction 

Paper-based (PB) testing, which falls under ‘traditional assessment’, has played a key 
role in educational assessment. Its possibilities are greatly restricted compared to 
technology-based assessment (TBA). TBA covers all forms of assessment which are 
delivered and marked with the aid of technology, that is, via the most commonly used 
computers [computer-based assessment (CBA)] or other electronic tools and devices 
(Kuzmina, 2010). In other words, through TBA there is an interaction between the 
student and the technology used. We are aware that computers play a dominant role in 
TBA because of its versatility. We have thus decided to use these terms as synonyms in 
the study. 

If CBA is delivered online, which is the main focus of the present discussion, the 
benefits increase significantly, mostly building on the possibilities of automatic  
scoring and feedback. Other forms of TBA and CBA (e.g., optical mark readers for 
multiple-choice tests) are excluded from the main discussion. 

Traditional paper-and-pencil (PP) tests are usually fixed tests; thus, every student 
receives the same items and tasks in the same order during data collection, independent 
of ability level. The most crucial disadvantages of PP tests are the long feedback time, the 
restricted suitability of test design, including difficulty, and the use of a limited range of 
item types. 

The use of technology in assessment may lead to improved assessment, thus offering 
numerous advantages (e.g., automatic item generation, presenting dynamic stimuli and 
automatic scoring; Becker, 2004; Csapó et al., 2014; Dikli, 2006; Mitchell et al., 2002; 
Valenti et al., 2003), cutting costs (e.g., delivery, distributing results and evaluating 
answers; Bennett, 2003; Christakoudiset al., 2011; Wise and Plake, 1990) and laying the 
groundwork for new innovations (e.g., measuring new constructs and using new item 
types; Dörner and Funke, 2017; Pachler et al., 2010) in educational assessment. The 
possibilities, advantages and challenges of TBA are growing in accordance with the level 
of application (e.g., item development, delivery, scoring and feedback), type of 
technology (e.g., desktop computer, touchscreen tablets and eye-tracking technologies), 
methodology used (e.g., fixed testing or adaptive testing), delivery (e.g., internet-based, 
local server delivery and delivery on removable media), scoring (e.g., automatic, 
computer-based (CB), but not automatic, human scoring; item-level scoring based on the 
actual answer of the students or logfile and process data analyses based on the actions of 
the students), item types (e.g., traditional multiple-choice or state-of-the-art  
third-generation innovative item types, including interactivity), domains (e.g., domains 
can be assessed using traditional methods, such as reading fixed texts, or domains 
requiring TBA, such as reading digital and printed texts) and the technological conditions 
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of the assessment. Through technology, teachers and educational authorities and 
managers can develop new policies that truly meet the expectations of the 21st century 
(Shatunova et al., 2019), e.g., measuring 21st century skills [i.e., critical thinking, 
problem-solving, creativity, collaboration (teamwork), learning to learn, entrepreneurship 
and information literacy (Binkley et al., 2012; Redecker et al., 2010)] even on 
international large-scale assessments (LSA) [see e.g., the OECD Programme for 
International Student Assessment (PISA) creative or collaborative problem-solving 
module; Griffin et al., 2012; OECD, 2014). 

Information and communications technologies, especially computers, have had an 
immense impact on the development of educational assessment not only from a 
quantitative perspective, but also from a qualitative one. New science has emerged in 
educational assessment, which focuses not only on an analysis of the actual answer and 
achievement data, but more deeply on an analysis of contextual data gathered during data 
collection beyond the actual answers provided by the students. Logfile analysis, 
educational data mining and learning analytics (Csapó et al., 2014; Johnson et al., 2016; 
Wise, 2019) have become the state of the art in educational assessment analysis and 
attracted increasing research interest. They make it possible to answer research questions 
that would be unanswerable using traditional assessment techniques. 

To sum up, this paper presents a systematic literature review of the different 
qualitative or quantitative stages in the development of TBA, from the first use to the 
latest developments, including a systematic analysis of the media effect and media 
comparison studies on students’ performance using the same test (or measuring the same 
construct) in different media. We also present and discuss the impact of large-scale 
international assessments on the evolution of TBA and the challenges of TBA 
developments for the future. 

2 Research questions 

We posited the following research questions on developmental trends in CBA: 

RQ1 What role does technology play in educational assessment? 

RQ2 Do large-scale international assessments have on effect on the evolution of 
TBA? If so, what is the nature of this effect? 

RQ3 Are PP and CB test results comparable? 

RQ4 What is required for the application of CBA among kindergarten children and its 
systematic integration into everyday school practice? 

RQ5 How can an advanced use of the advantages and possibilities of TBA promote a 
shift in the aim of assessment from effective summative testing to personalised 
learning? 

3 Early studies in TBA 

Using technology in assessment started in the 1920s when Sidney L. Presses designed a 
machine for testing (Alruwais et al., 2018; Skinner, 1958). 1935 saw the first attempt to 
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use a test scoring machine, the IBM model 805, to test millions of Americans in a type of 
objective test (Khoshsima and  Hashemi, 2017). In the 1970s and 1980s, new computer 
systems were launched in language testing for purposes (test design, test construction, 
tryout, delivery, management, scoring, analysis and interpretation, and reporting) beyond 
simple test scoring (Fulcher, 2000). 

The next major development took place in the 1990s, with the focus on the 
applicability of a broad range of technologies from the most common to the cutting edge 
(Baker and Mayer, 1999). In recent decades, educational assessment has represented one 
of the most dynamically developing areas in education; as a result, CBA has become part 
of large-scale international assessments. 

In the early studies of this implementation process, the focus was on the 
comparability of traditional (PP or face-to-face) and CB test results, or media comparison 
studies. In media comparison studies, researchers compare the test results of students 
tested with one medium versus those of – in an ideal case, the same – students tested with 
another medium using the same test or at least measuring the same construct. It is 
challenging to conduct valid media comparison research because of difficulties in 
ensuring that the results are only influenced by the test medium. 

Most types of traditional items, such as multiple-choice items, could easily be 
transferred to a CB assessment platform. The common research question among these 
studies was the following: whether traditionally administered test results are equivalent to 
those of CB tests using the same questions and item formats for determining score 
equivalence (Kuzmina, 2010). 

The Guidelines for Computer-Based Tests and Interpretations published by the 
American Psychological Association (APA) in 1986 specified score equivalence between 
CB and PP tests. They concluded that 

1 the rank order of the test scores in PP and in CB mode was approximately the same 

2 the means, standard deviations and shapes of the distribution curves were also nearly 
the same, at least after rescaling and transforming the data (APA, 1986; Kuzmina, 
2010). 

In parallel with this issue and building on the results of the different media studies, a 
great deal of research highlighted the significance and benefits of TBA over traditional 
PB testing. 

4 The effect of large-scale national and international assessments on the 
evolution of TBA 

Around the turn of the millennium, large-scale international assessments [e.g., the 
National Assessment of Educational Progress (NAEP) and Programme for International 
Student Assessment of the OECD (PISA)] were conducted to capitalise on CB delivery 
and implement TBA (Csapó et al., 2012; OECD, 2010) with the aim of replacing 
traditional face-to-face and PP testing. One of the hot topics of this period was a 
comparison of the results of PP and CB assessments for the same construct (Kingston, 
2008; Wang et al., 2008). 

Csapó and Molnár (2019) summarised the role of large-scale international assessment 
in the development of TBA. They argued that the OECD PISA assessments have had an 
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impact on the development of TBA in two major ways: they have advanced the 
technological infrastructure, and they have tested the preparedness of different countries 
for the assessments. In PISA the first CBA took place in 2006, when the computer-based 
assessment of science was an optional domain (OECD, 2010). Only three countries took 
part in the data collection (Denmark, Iceland and Korea), but this research served as good 
practice for future assessments. Three years later, an assessment of digital reading was an 
extra optional domain in PISA. The research design made it possible to compare the 
results in PP and digital reading (OECD, 2011). In the following PISA cycle, assessments 
for reading and mathematics as well as creative problem-solving as an innovative domain 
were offered in CB delivery mode (OECD, 2013, 2014). This assessment has had a huge 
impact on the development of CBA and has resulted in a complete shift from PP to CB 
testing in PISA (OECD, 2016); thus, in 2015, the transition of PISA to CBA was 
complete, with all the assessments being administered via computer. 

The Trends in International Mathematics and Science Study (TIMSS) of the 
International Association for the Evaluation of Educational Achievement (IEA) is an 
international comparative study measuring fourth and eighth graders’ achievement in 
mathematics and science as a continuation of IEA’s previous studies conducted from the 
1960s through the 1980s. Since 1995, with a four-year assessment cycle, TIMSS has 
assessed student achievement using PP methods on six occasions – in 1999 (eighth grade 
only), 2003, 2007, 2011 and 2015 (Mullis and Martin, 2017). In the 2019 assessment 
cycle, TIMSS shifted to CBA and was called eTIMSS with expanded problem-solving 
and inquiry tasks and novel item types, including drag and drop, sorting and drop-down 
menu input types. Just around half of the 65 TIMSS countries used eTIMSS in 2019, 
while the remainder administered TIMSS with the PP format. The shift from traditional 
PP administration to a fully CBA expanded the coverage of the TIMSS assessment 
frameworks (Fishbein et al., 2018). 

The International Reading Literacy Study (PIRLS) is an assessment of reading 
comprehension in the fourth grade, which was developed by the IEA and has been 
conducted every five years since 2001. PIRLS provides information on trends in reading 
literacy achievement among students in countries that have participated in the assessment 
cycles. PIRLS was expanded in 2016 to include ePIRLS – an innovative assessment of 
online reading. ePIRLS is a CBA that uses an engaging, simulated Internet environment 
to present students with authentic school-like assignments involving social studies and 
science topics (Mullis et al., 2017). 

The IEA has long been concerned with the use of information and communications 
technology (ICT) in education. The first IEA study in this field was the Computers in 
Education Study (COMPED) conducted in 1989 and 1992, followed by IEA’s Second 
Information Technology in Education Study (SITES) Module 1 in 1998–1999 and 
Module 2 in 2001 and 2006, which assessed ICT goals and practices in education and the 
infrastructure in twenty-six countries (Fraillon et al., 2019). In 2013, the first cycle of the 
International Computer and Information Literacy Study (ICILS) was conducted, 
collecting data in 21 education systems. It investigated how students in Grade 8 in these 
countries developed the ICT literacy skills that would enable them to participate in the 
digital world. It researched the differences within and between participating education 
systems and the relationship of achievement to learning environment and student 
background. ICILS 2018 also included the computational thinking domain as a process of 
working out exactly how computers can assist people in solving problems (Fraillon et al., 
2019). 
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The National Assessment of Educational Progress (NAEP) in the USA is one of the 
first large-scale online assessments in the world.  President Barack Obama (2009) 
(https://www.cbsnews.com/news/obamas-remarks-on-education/) said that “I’m calling 
on our nation’s governors and state education chiefs to develop standards and 
assessments that don’t simply measure whether students can fill in a bubble on a test, but 
whether they possess twenty-first century skills like problem-solving and critical thinking 
and entrepreneurship and creativity”. This reflects a trend toward the use of novel 
methods and techniques in assessment. The NAEP started in 1969. The largest 
nationwide, continuous, representative assessment in the USA, it focuses on what 
students know and can do in various subject areas. At the turn of the millennium, a 
project was designed to explore the use of technology, especially the use of the computer, 
as a tool to enhance the quality and efficiency of educational assessments, particularly the 
NAEP. In 2001, the math online (MOL) study was the first field investigation; it was 
followed by the writing online (WOL) project in 2002 and the problem-solving in 
technology-rich environments project in 2003. It investigated how CBA can be used to 
measure skills that cannot be measured with a PP test (Beller, 2013). In the second stage 
of development in 2009, almost ten years later, interactive computer tasks  
were administered in science. 2011 saw the launch of a CB writing assessment, with 
scenario-based tasks following in 2014. From 2017, the NAEP assessment was fully 
computerised. 

Another national assessment in the USA, the Smarter Balanced Assessment 
Consortium (SBAC), began in 2014. It tested students using computer-adaptive 
technology that tailors questions to students based on their answers to previous questions. 
The SBAC continued to use one test at the end of the year for accountability purposes but 
created a series of interim tests to inform students, teachers and parents as to whether 
students are on track (SBAC, 2016). Table 1 summarises the year of the transition to 
CBA among LSA from the NAEP in 2001 to the TIMSS in 2019. 
Table 1 From PP to CB: the transition year for the main LSA 

LSA Start of transition from PP to CB Transition completed 
NAEP 2001 2017 
PISA 2006 2019 
ICILS (started as CB) 2013 2013 
SBAC (started as CB) 2014 2014 
PIRLS 2016 n.d. (2021 – both versions in 

parallel) 
TIMSS 2019 n.d. 

Note: n.d.: no date is given. 

5 Media comparison studies: CBA vs. PP assessments 

Over the past two decades, various media studies have been carried out to determine the 
effect of delivery medium on students’ test achievement (Oz and Ozturan, 2018). We 
conducted a review of these studies (see Table 2) to obtain a comprehensive overview of 
the main results in the Google Scholar database. As a first step, we defined the keywords, 
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all connected to the topic of media comparison studies. These studies evaluate the 
comparability issues (e.g., validity, reliability, objectivity, advantages, costs and effect on 
test results) of different delivery modes, that is online testing, face-to-face testing and PP 
testing. We used the following terms separately during a Google Scholar search: media 
study in CBA; PB vs. CBA; TBA/PB assessment; CBA/PB assessment; TBA/PP 
assessment; and comparison between PB assessment and CBA. As a second filter, we 
only focused on studies where the same construct was assessed in both modes, CBA and 
PP, and established after the turn of the millennium. Table 2 summarises these studies 
according to age level and sample size, field of study, country and main results. 

A meta-analysis of these studies shows various results on the effect of media on 
students’ test scores, i.e., on students’ achievement. More specifically, some of these 
results demonstrated a significant difference between the two testing modes in favour of 
CB mode (e.g., Blazek and Forbey, 2011; Clariana and Wallace, 2002; Hakim, 2017; 
Karadeniz, 2009), while others found the opposite result of participants performing better 
in PP mode (e.g., Al-Amri, 2009; Csapó et al., 2009). Still other studies reported no 
significant differences in the two testing modes (e.g., Akdemir and Oğuz, 2008; 
Bodmann and Robinson, 2004; Cagiltay and Zalp‐Yaman, 2013; Garas and Hassan, 
2018; Hensley, 2015; Higgins et al., 2005; Horkay et al., 2006; Khoshsima and Hashemi, 
2017; Logan, 2015; Mojarrad et al., 2013; Retnawati, 2015). 

Beyond the actual test scores, some of the media studies also investigated 
participants’ perceptions, attitudes and opinions with regard to the two-delivery medium. 
Donovan et al. (2007) explored students’ opinions on the application of CBA instead of 
PP testing. According to the results of the survey-based study, 88.4% of the students 
preferred CBA to PP. Llamas-Nistal et al. (2013) confirmed this result, with 43 students 
out of 52 choosing online testing over traditional assessment methods. Tubaishat et al. 
(2006) conducted a study at university level. 59% of the students at the University of 
Jordan and 50% of the students at Zayed University in the United Arab Emirates liked 
online exams better than PP exams. Barros (2018) confirmed these findings; that is, 
students unequivocally preferred CB tests over PP tests. 

To sum up, the differences between PP and CB test performance among secondary 
students and undergraduate students have been widely studied and well documented; 
however, there is still a gap. Very few studies have focused on the comparability issues 
of traditional and CB testing among kindergarten children and primary students. Most of 
the latest media comparison or media effect studies among secondary students have 
indicated that PP and CB testing are comparable and that students prefer CB tests to PP 
testing. Based on the few studies focusing on primary students, we can conclude that 
existing differences decrease over time as computers become widely accessible at schools 
(Csapó et al., 2014; Mayrath et al., 2012) and thus test mode effects should no longer 
represent an issue (Way et al., 2006), at least among secondary students. 
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Table 2 CBA and PP assessment of the same construct 
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Table 2 CBA and PP assessment of the same construct (continued) 
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6 Increased effectiveness and advantages of CBA 

The development, spread and accessibility of technology offer extraordinary 
opportunities for the improvement of educational assessment. For example, CBA 
facilitates highly efficient data collection and more exact, more varied testing  
procedures to measure more complex skills and abilities and administer more realistic, 
application-oriented tasks in more authentic testing environments than those of PP 
assessments (Beller, 2013; Bennett, 2002; Breiter et al., 2013; Bridgeman, 2010; 
Christakoudis et al., 2011; Csapó et al., 2012; Farcot and Latour, 2009; Kikis, 2010; 
Martin, 2010; Martin and Binkley, 2009; Moe, 2010; Ripley, 2010; Van Lent, 2010). Its 
increased effectiveness and advantages can be observed on every level of assessment: 

1 The costs of testing: Among the benefits of late proliferation are the lower costs 
compared to PP assessment. The following activities are necessary for each PP 
testing session: item writing, proofreading, task editing and test assembly; 
preparation for printing and printing/copying; test delivery: packing, shipping and 
distribution; and data collection, collecting the tests, shipping, evaluation, coding, 
data recording, data cleaning, running the analysis, writing feedback and storing the 
tests. Each activity has its own cost implications. In the case of CBA, we do not need 
to print, copy, pack, ship, evaluate, code or record the data. Thus, the costs of data 
collection can be greatly reduced (Bennett, 2003; Choi and Tinkler, 2002; 
Christakoudis et al., 2011; Csapó et al., 2012; Csapó et al., 2009; Peak, 2005; Rose et 
al., 1999; Valenti et al., 2003; Wise and Plake, 1990). An analysis of the costs of 
testing showed that even two-thirds of documentation costs can be saved through 
CBA (Rose et al., 1999). Based on Farcot and Latour’s (2009) cost analysis, the 
initial costs of PP testing prove to be the lowest. However, this type of testing can 
only remain competitive in the long run if one does not need to produce many tasks 
and the complexity of the tasks can be low. As the number of required tasks and their 
complexity increase, CBA will be a more economical and sustainable method. In 
sum, the costs of CBA drop significantly in the medium and long term (Bennett, 
2003; Choi and Tinkler, 2002; Farcot and Latour, 2009; Kuzmina, 2010; Peak, 
2005). 

2 The speed and safety of test administration and data flow: CBA makes data 
processing faster and easier (Csapó et al., 2012). It is safer to maintain test-taking 
security with user names and passwords (Kuzmina, 2010; Marriott and Teoh, 2012). 
The possibility of selecting questions at random or using adaptive techniques reduces 
cheating, thus improving safety and providing more objectivity (Marriott and Teoh, 
2012). Moreover, an adaptive test algorithm allows a more precise (lower 
measurement error) or less time-consuming (with the same level of measurement 
error) assessment of levels of knowledge, skills and abilities (Frey, 2007; Jodoin  
et al., 2006). 

3 The option of providing immediate feedback on completion of testing (Becker, 2004; 
Csapó et al., 2014; Dikli, 2006; Mitchell et al., 2002; Valenti et al., 2003) increases 
the efficiency of the assessment by making it possible to measure even sudden 
improvement among students with diagnosed atypical development; that is, it paves 
the way for individualised diagnostic testing beyond the predominantly summative 
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approach (Kettler, 2011; Redecker and Johannessen, 2013; Van der Kleij et al., 
2012). 

4 Indicators of test goodness and efficiency: The behaviour of the tests – that is, the 
generalisability of the results, the validity of the construct measured, and the 
objectivity of data collection and evaluation – is characterised by three indicators: 
reliability, validity and objectivity. These are assured when the test scores, i.e. the 
achievement of the students, only depend on the students’ level of knowledge and 
skills, independent of any other factors, such as the circumstances of the data 
collection and the harshness of the test scorer. With technology, the level of 
standardisation of testing conditions can be significantly boosted, thus ruling out the 
uncertainty of the human factor. That is, CBA promotes an increase in the indicators 
of test goodness (Csapó et al., 2014; Jurecka and Hartig, 2007; Marriott and Teoh, 
2012; Ridgway and McCusker, 2003). We can thus achieve improved efficiency and 
greater measurement precision in the assessment domains already established (Csapó 
et al., 2014). 

5 Options for measuring new constructs: CBA has paved the way for the development 
and use of new, more complex and innovative item types beyond the more traditional 
first-generation CB items (e.g., multiple choice; Alruwais et al., 2018). With 
multimedia elements, second-generation items made it possible to create more  
real-life problems and a more standardised testing environment (e.g., everybody 
listening to the same voice) than first-generation items. Finally, third-generation tests 
(Greiff, 2012; Greiff et al., 2012; Ripley et al., 2009), including interaction, 
simulations and cooperation, facilitated the measurement of construct, a feature 
which would be impossible with traditional assessments that rely on standard item 
formats (e.g., complex problem-solving (CPS); see Dörner and Funke, 2017; Greiff 
et al., 2012; in PISA 2012, it was called creative problem-solving). With second- and 
third-generation tests, we can replicate complex, real-life situations and use authentic 
tasks, interactions, dynamism, virtual worlds and collaboration within the test to 
measure even more complex, 21st century skills (Pachler et al., 2010; Ridgway et al., 
2004), thus increasing the quality of educational assessment. 

6 Student motivation towards testing changes (Meijer, 2010; Sim and Horton, 2005): 
Technology allows creative task presentation through innovative item development 
opportunities (Pachler et al., 2010; Strain-Seymour et al., 2009), thus raising the 
motivation and enjoyment level of the assessment in a way that would have been 
impracticable in the PP environment. CBA can provide test environments that are 
similar to entertainment activities (Ridgway et al., 2004). 

7 Effective tools for logging and analysing contextual data (e.g., time on task and 
number of student attempts to modify solutions; Csapó et al., 2014), not only 
observed variables. Logfile analysis, educational data mining and learning analytics 
offer new indicators beyond traditional test results, thus making it possible to 
conduct a more thorough analysis of the student’s behaviour and the structure of the 
knowledge, skills and abilities measured. 
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7 Challenges and drawbacks of using TBA 

Despite the many advantages TBA and CBA offer educational researchers, they also face 
several challenges that call for further research and also involve some drawbacks. 
Drawbacks of TBA can be viewed as bigger challenges for the future, thus requiring 
further developments and researches in the field of educational assessment. 

In most cases, the basic technological solutions are already available at the student 
and/or school level, but – as we have seen in the situation generated by COVID 19 
worldwide, even at the international level – their useful integration and application in 
everyday school practice are limited and require further development. This integration is 
strongly hindered by issues of diversity, connectivity, and lack of systematicity and 
compatibility. 

There exists no fit for all approaches to TBA. Different assessment needs  
require different technological conditions, that is, the same solution cannot  
optimally serve every possible assessment scenario (Csapó et al., 2014). Beyond  
the proper infrastructure (Alruwais et al., 2018), different problems arise when  
TBA is used e.g., for high-stakes/low-stakes testing, large-scale/small-scale  
data collection, standardised/unstandardised assessment, fixed/adaptive testing, 
summative/formative/diagnostic assessment, using more traditional/innovative item 
types, replacing traditional PB assessment/launching assessment of skills related to the 
digital word, placing students in testing centres/in the classroom environment/at home, 
assessing kindergarten children/primary students/secondary students and students’ 
familiarity/lack of familiarity with TBA. Independent of the aim, place, type and methods 
of assessment, validity still remains an important issue. 

8 Latest developments 

The latest developments in the CBA revolution in the educational context highlight two 
points: first, we have seen a shift from summative to formative and diagnostic 
assessments, which better reflect students’ learning needs, facilitate understanding and 
provide students with immediate feedback; second, logfile analysis, educational data 
mining and learning analytics have contributed significantly to an understanding of the 
phenomenon under examination and expanded the possibilities not only from a 
quantitative perspective, but also from a qualitative one. 

8.1 From efficient testing to personalised learning: Integrating assessment into 
teaching by means of technology 

There is no longer any question as to whether we can develop authentic, real-life, 
complex, high-quality tests. At the same time, summative test results have limited 
usefulness with regard to personalised intervention and student-level feedback in general 
(Csapó and Molnár, 2019). They are often used for accountability purposes, causing 
negative effects in testing, such as test coaching (teaching for testing) and test score 
inflation (see e.g., Koretz, 2018). These effects can have a harmful influence on school 
climate and teacher stress (Saeki et al., 2018). However, this does not mean that testing is 
harmful. We must change the purpose of assessment from a rather summative to a more 
learning-centred, personalised approach, where testing meets the individual needs of 
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students through a frequent, low-stakes assessment combined with prompt and proper 
feedback about their level of knowledge, skills and abilities (Umami, 2018). Formative 
and diagnostic CB testing helps personalise learning with effective, adaptive learning and 
instruction programs (Grant and Basye, 2014). Teachers can use assessment platforms 
and programs to assess student performance before, during and after learning, which can 
be used to identify domains of weakness and strength and to promote directed 
personalised instruction (Grant and Basye, 2014). With TBA, teachers are no longer 
limited to standardised, yearly, summative exams or periodical, summative classroom 
tests. They have the opportunity to provide feedback at every step of the learning process 
and to use these regular assessments to measure the progress of educational objectives for 
individual students (Cole, 2008). Regular feedback enables teachers to tailor instruction 
and to aid in students’ development more effectively by supplying more frequent 
information to parents on their children’s learning progress (Grant and Basye, 2014). 

TBA also makes it possible to fit the difficulty level of the tasks to the ability level of 
the students by giving students more difficult or less challenging questions. Through this 
adaptive approach, both the motivation level of the students and the information extracted 
during testing can be increased and the measurement error decreased. 

8.2 Options in logfile analysis, educational data mining and learning analytics 
are increasing 

Contextual information plays a significant role in educational assessment, contributes to a 
deeper understanding of the phenomenon under examination and can provide answers to 
research questions which could not be answered with traditional assessment techniques. 
Traditional assessment methods supply the researcher with very few indicators, such as 
test scores (quantitative) or subjective feedback (qualitative) from students on the 
testing/training session. Technology makes it possible to log, collect and analyse 
students’ behaviour during the testing/learning session (e.g., the time needed to execute 
the task, the number of student attempts to adjust solutions, and the location and number 
of clicks made by students during the task and during the test) and thus to quantify even 
qualitative developmental differences to better understand the fine mechanisms of the 
phenomenon under examination. However, logfile data are collected more often than they 
are analysed (Bruckman, 2006). 

Table 3 summarises the number of publications in Scopus as of 2011 with these 
keywords (phrases) restricted and filtered to these domains and illustrates the ever 
growing importance and role of logfile analysis in the social sciences and psychology, 
including time on task, learning analytics, educational data mining and big data. The 
keywords were used separately, filtered for the domains of the social sciences and 
psychology and resulting in 60 hits for the year. Based on the results, we can conclude 
that the history of the analysis of all kinds of log data dates back to 2010. In the last ten 
years, the number of publications focusing on an analysis of logged data has grown 
immensely. The most often used state-of-the-art terms are educational data mining, 
learning analytics and big data. 
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Table 3 Search results in Scopus for keywords filtered for the social sciences and psychology 
(6 December 2019) 

Keywords 2010 2011 2012 2013 2014 2015 2016 2017 2018 2019 
Logfile or log-file 
analysis 

4 11 8 4 9 11 13 11 11 11 

Time on task 27 27 45 45 50 43 49 67 66 60 
Educational data 
mining 

8 12 24 22 38 52 68 87 88 124 

Learning analytics 0 5 39 65 144 188 287 330 357 410 
Big data 6 7 44 178 426 892 1,485 1,520 1,993 1,647 

In the following, we only focus on papers containing the phrases ‘logfile analysis’ or 
‘log-file analysis’ with the results of those papers illustrating how it is possible to use  
this type of analysis to quantify qualitative developmental differences to learn more about 
the phenomenon under examination beyond the score data. These papers also use  
state-of-the-art analysis (e.g., latent profile analysis) in most cases and go far beyond the 
possibilities of classical test theory (which is often used in time-on-task analyses). 
Several of them focus on students’ problem-solving behaviour on third-generation tests 
(e.g., Greiff et al., 2018, 2015, 2016; Herde et al., 2016), with a similarly focused paper 
beyond Scopus found through Google Scholar. As a result of the analyses, qualitatively 
different exploration strategies have been defined in a CPS environment (Greiff et al., 
2018). It has been confirmed that using a theoretically effective strategy does not  
always result in high performance and that awareness also plays an influential role in 
problem-solving. The analyses have identified qualitatively different problem-solving 
class profiles. The most interesting group is that of rapid learners. These students start out 
as non-performers in their exploration behaviour in the first problem-solving scenarios 
but show a rapid learning curve and reach the same high level of exploration behaviour 
by the end of the test as proficient explorers. However, their final score is exactly the 
same as those who are high performers on the easiest problems, but low performers on 
the complex ones, with no so-called intermediate strategy users identified. Generally, the 
analyses have expanded the scope of previous studies and made it possible to detect a 
central component of children’s scientific reasoning and problem-solving behaviour. 

These opportunities and research results are expected to revolutionise education. We 
are thus able to predict what types of activities would be most beneficial for different 
students, contributing significantly to the personalisation of education (Wise, 2019). 
According to Johnson et al. (2016), learning analytics is one of the most significant 
developments of the 21st century. Score-based data and analyses from previous 
educational research have provided opportunities for post-correction, intervention and 
modification (e.g., improvement and refinement of tests), with almost all of these data 
and analyses being output-oriented. Learning analytics enables us not only to confirm 
that a particular learning unit has been mastered, but also to monitor the learning activity 
in real time. Based on these data, both computer-controlled and human-driven techniques 
can be used to better tailor education to the needs of learners, thus moving away from a 
one-size-fits-all approach (Wise, 2019). 
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9 Perspectives in the present and challenges for the future 

Different areas can be distinguished by discussing the perspectives on educational 
assessment based on the developments and experiences of the last twenty years. In our 
view, these developments can enhance the efficiency and efficacy of assessment, thus 
maximising students’ engagement, motivation and learning (Adesope and Rud, 2019) if 
they are used not for its own sake (Gonski et al., 2018), but in an integrated and 
combined way that provides links between assessment, teaching and learning (Neumann 
et al., 2019). 

Innovative technologies combine to form an integrated multi-sensory interactive 
application to present information to students and thus offer exciting opportunities to 
increase the efficiency of assessments that are more useful for teachers and more 
supportive, motivating and effective for students (Gonski et al., 2018; Koomen and 
Zoanetti, 2018). However, the real advantage of these technologies, such as touchscreens, 
augmented reality (AR), virtual reality (VR), mixed reality (MR), robots and behavioural 
monitoring (e.g., voice recognition, eye gaze, face recognition and touchless user 
interface) can be effectively used if they are linked to the proper assessment, and 
educational and developmental theories and methods. However, ways, models and 
theories must be devised to adapt these technologies to the human mind, including how 
we learn, and experimental research evidence is needed to determine which instructional 
features maximise learning outcomes and promote learning processes (Adesope and Rud, 
2019). The systematic introduction and application of TBA in everyday school practice, 
including TBA, using the most common technologies (as we saw in the quarantine 
situation worldwide because of COVID-19) or even emerging ones, require further 
research and provide new challenges for educational researchers. 

New learning and assessment theories and the reconceptualisation of research are 
needed – integrating models on multimedia learning, machine learning, learning 
analytics, educational data mining, knowledge representation, developmental psychology 
and assessment, including visualisation of the results to support human learning (Bottou, 
2014; Markauskaite, 2010; Martin and Sherin, 2013; Mayer, 2009) – to maximise the use 
and possibilities of these tools to enhance and facilitate students’ learning instead of 
merely summarising the current state of their knowledge based on the answer data given, 
which has been in the focus of educational assessment in the last 20 years. TBA can 
provide 

1 fine-grained, process-oriented data, which can open up new possibilities to 
understand how we learn (Kramer and Benson, 2013) 

2 knowledge which supports personalised learning with constructive feedback. The 
ability to use available tools calls for new assessment theories (e.g., a more detailed 
analysis of logfiles and process data beyond the commonly used latent profile and 
time-on-task analysis). 

Developments in TBA are moving toward intelligent systems that facilitate students’ 
personalised learning and monitor their emotional and cognitive status, where continuous 
diagnostic adaptive assessment techniques provide a challenging multimedia learning 
environment for the user. 

The possibilities are becoming almost unlimited; however, implementing them in 
everyday school practice requires a great deal of research, development and time. As an 
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example of the very long implementation process, in the 1960s, Rasch published the 
Rasch model, the well-known and broadly used one-parameter item response theory 
model. This largely established the basis for adaptive testing, a special form of CBA that 
is adaptive to each test-taker’s ability level. Empirical studies in the 1980s (e.g., Weiss 
and Kingsbury, 1984) proved that computer-adaptive testing is more effective, reduces 
testing time without deteriorating measurement precision and strongly increases  
test-takers’ motivation compared to fixed tests, that is, tests comprising the same items 
for everybody. It took almost 40 years between demonstrating empirical evidence for the 
effectiveness of the Rasch model and applying it in the most prominent LSA, OECD 
PISA (please note that PISA was launched in 2000; that is, in the history of PISA, it took 
almost 20 years.) 

10 Limitations 

Limitations of the study include the sampling procedure. We restricted the sample to the 
large research databases on Google Scholar and Scopus. In other words, papers, 
dissertations and documents which are not indexed in Google Scholar or Scopus were 
excluded from the analyses. In addition, searches in Scopus were filtered further for the 
social sciences and psychology; that is, papers which are not indexed in these domains 
were also excluded from the analyses. We focused on the most prominent, mostly 
international LSA and excluded other research developments by analysing the effect of 
LSAs on TBA. 

11 Discussion and conclusions 

The ICT revolution has reshaped society, required new competences, and opened up new 
possibilities and challenges in educational assessment. Measuring and developing 21st 
century skills (Borodina et al., 2019) requires new assessment which goes beyond testing 
knowledge and provides prompt, meaningful feedback for learners and teachers as well. 
Traditional assessment methods are sorely lacking in this regard. 

The development encompasses three main steps which lead to ever growing 
possibilities in educational assessment. First-generation CB tests looked very similar to 
traditional PP testing, but already used several advantages of CBA (e.g., feedback time 
and delivery mode).  Second-generation CBA includes multimedia elements and makes 
adaptive testing possible. While employing third-generation tasks, even very complex 
constructs can be measured (e.g., 21st century skills) by activating interaction, 
simulation, cooperation and dynamically changing items. To sum up, technology plays an 
important role in the development of educational assessment (RQ1), and we observed a 
significant effect of large-scale international assessments on the evolution of TBA (RQ2). 

A number of media studies were conducted around the turn of the millennium, when 
CBA emerged as a real alternative to PP testing even in LSA. The results were divergent 
because of the different samples, knowledge, skills and abilities assessed, and item 
formats used, but the eventual differences between PP and CB delivery mode and 
students’ test performance have been widely studied and well documented. The latest 
studies have clearly indicated that PP and CB tests are comparable. Some of these results 
demonstrated a significant difference between the two testing modes in favour of CB 
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mode, while others found the opposite result. Still other studies reported no significant 
differences in the two testing modes. If there are differences, they decrease over time as 
computers become widely accessible with students preferring CB tests to PP testing. 
Thus, with test mode effects no longer an issue, we can concentrate on the further 
possibilities of the new technologies in educational assessment (RQ3). 

The use of technology has greatly improved the efficiency of testing procedures: it 
speeds up data collection, supports real-time automatic scoring, accelerates data 
processing, facilitates immediate feedback and revolutionises the whole process of 
assessment, including innovative task presentation (for a detailed discussion of 
technological issues, see Csapó et al., 2012). Also, it provides new opportunities in item 
and test development.  Beyond these options, technology makes it possible to store and 
analyse contextual data. This new approach is often called educational data mining, 
logfile analysis or learning analytics, each representing a slightly different form of 
analysis. Because of the many advantages, the most important assessments in the near 
future will probably be administered in a technological environment; however, there is 
still a need for further research and development on the application of CBA among 
kindergarten children and its systematic integration into everyday school practice (RQ4). 

This trend is explicitly noticeable in the most prominent international large-scale 
summative assessments (e.g., IEA TIMSS and PIRLS; OECD PISA). In the last few 
years, taking advantage of one of the greatest possibilities of CBA, automatic feedback, 
there has been an emphasis on individualised diagnostic assessment beyond the mainly 
summative approach, thus using the power of prompt, proper feedback to personalise 
learning and instruction (Shatunova et al., 2019). That is, there is a need for an advanced 
use of the advantages and possibilities of TBA in the learning process to shift the aim of 
assessment from effective summative testing to personalised learning (RQ5). 

Undoubtedly, CBA will replace PP at all levels of testing – summative or formative, 
low- or high-stakes – and offers new opportunities in assessment (e.g., online diagnostic 
assessment, adaptive testing, embedded assessment, measuring new constructs and 
learning more about students’ test-taking behaviour by analysing logfiles). The 
technology further expands the possibilities not only from a quantitative perspective, but 
also from a qualitative one, thus strengthening the use of CBA (Csapó et al., 2012). 
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