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Abstract

This paper is about the characterization of the rate of best polynomial
approximation on a domain inRd by multivariate polynomials of degree n
via a suitable modulus of continuity or smoothness. We shall be concerned
with the situations: approximation on convex polytopes and approxima-
tion on (not necessarily convex) smooth algebraic domains. We shall
introduce appropriate moduli of smoothness and prove the corresponding
Jackson theorem. The usual weak converses are also true.
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One of the primary questions of approximation theory is to characterize the
rate of approximation by a given system in terms of some (computable) modulus
of continuity or smoothness. In this spirit we set out the task to characterize
the rate of best polynomial approximation on a domain in Rd by multivariate
polynomials of degree n via a suitable modulus of continuity or smoothness.

We shall be concerned with the situations: approximation on convex poly-
topes and approximation on (not necessarily convex) smooth algebraic domains.
We shall introduce appropriate moduli of smoothness and prove the correspond-
ing Jackson theorem. The usual weak converses are also true, they actually au-
tomatically follow from classical converse results and from the way the moduli
of smoothness are defined.

Part I

Approximation on polytopes

In this first part we shall be concerned with convex polytopes in any dimension.

1 The main result

Let f be a continuous function on [−1, 1]. With ϕ(x) =
√
1− x2 and r = 1, 2, . . .

let
ωr
ϕ(f, δ) = sup

0<h≤δ, x∈[−1,1]

|∆r
hϕ(x)f(x)| (1.1)

be its so called ϕ-modulus of smoothness of order r, where

∆r
hf(x) =

r
∑

k=0

(−1)k
(

r

k

)

f
(

x+ (
r

2
−k)h

)

(1.2)
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is the r-th symmetric difference. In (1.1) it is agreed that ∆r
hf(x) = 0 if [x −

r
2h, x + r

2h] 6⊆ [−1, 1]. See the book [6] for this kind of moduli of smoothness,
for their properties and for their applications.

With this modulus of smoothness one can characterize the rate of best poly-
nomial approximation on [−1, 1]. Indeed, if

En(f) = inf
Pn

‖f − Pn‖[−1,1]

is the error (in the supremum norm) of the best polynomial approximation by
polynomials of degree at most n, then the Jackson-type estimate

En(f) ≤ Crω
r
ϕ(f, 1/n),

as well as its weak converse

ωr
ϕ(f, 1/n) ≤ Cr

1

nr

n
∑

k=0

(k + 1)r−1Ek(f) (1.3)

are true (see [6, Theorem 7.2.1] and [6, Theorem 7.2.4]). Our aim in this paper
is to find the analogues of these in several variables.

In Rd we call a closed set K ⊂ Rd a convex polytope if it is the convex
hull of finitely many points. K is d-dimensional if it has an inner point, which
we shall always assume. The analogue of the ϕ-modulus of smoothness on K
was defined in [6, Chapter 12], and to recall its definition we need to consider
the given function along lines in different directions. A direction e in Rd is
just a unit vector e ∈ Rd. Clearly, e can be identified with an element of the
unit sphere Sd−1, so Sd−1 is the set of all directions in Rd. Let K be a convex
polytope, x ∈ K and e ∈ Sd−1 a direction. The line le,x through x which
is parallel with e intersects K in a segment Ae,xBe,x. The role of ϕ on that
segment is taken over by

d̃K(e, x) =
√

dist(x,Ae,x) · dist(x,Be,x). (1.4)

If f is a continuous function on K, then we define its r-th symmetric differ-
ences in the direction of e as

∆r
hef(x) =

r
∑

k=0

(−1)k
(

r

k

)

f
(

x+ (
r

2
−k)he

)

(1.5)

with the agreement that this is 0 if x+ r
2he or x− r

2he does not belong to K.
If E is a set of directions, then the r-th modulus of smoothness with these

directions is defined as (see [6, Section 12.2])

ωr
K(f, δ)E = sup

e∈E, h≤δ, x∈K
|∆r

hd̃K(e,x)e
f(x)|. (1.6)

If E is the direction of the edges of K, then we shall simply write ωr
K(f, δ)

for ωr
K(f, δ)E . These moduli of smoothness share many properties of classical

moduli, in particular

ωr
K(f, λδ)E ≤ Crλ

rωr
K(f, δ)E
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for any λ ≥ 1. We shall also frequently use monotonicity in K: if K1 ⊂ K2 then
ωr
K1

(f, δ)E ≤ ωr
K2

(f, δ)E , which is immediate from the definitions.
Note that when K = [−1, 1], then there is only one direction (and its nega-

tive) and this modulus of smoothness takes the form (1.1), i.e.

ωr
ϕ(f, δ) = ωr

[−1,1](f, δ). (1.7)

Let Πd
n be the set of polynomials in d-variables of total degree at most n,

and let the supremum norm on a set K be denoted by ‖ · ‖K . For a continuous
function f ∈ C(K) we are interested in

En(f)K = inf
Pn∈Πd

n

‖f − Pn‖K , (1.8)

which is the error of best approximation of f by polynomials of total degree at
most n.

In the first part of this paper we prove

Theorem 1.1 If K is a convex polytope in Rd, then for r = 1, 2, . . .

En(f)K ≤ Cωr
K(f, 1/n), n ≥ rd. (1.9)

Here the constant C depends only on K and r.
Call a polytope K in Rd a simple polytope if at every vertex there are pre-

cisely d edges. Theorem 1.1 was verified in [6, Theorem 12.1.1] for cubes/paral-
lelepipeds in all dimensions, and in [6, Theorem 12.2.3] (with an additional
term) for all simple polytopes. The somewhat weaker result

En(f)K ≤ Cωr
K(f, 1/n)Sd−1 , (1.10)

i.e. when all directions are used in the modulus of smoothness, was proven in
[14, Chapters 1-10] for all polytopes in R3. In [14, Chapter 11, Theorem 1.1],
it was also stated that (1.10) holds also in Rd, d > 3, but Andriy Prymak
noticed that the proof (that reduced the problem to approximation on simple
polytopes) does not give that, so the claim was wrong in the sense that the proof
in [14, Chapter 11] yields (1.10) only for special polytopes K (which satisfy the
property that the intersection of K with any hyperplane that cuts off a vertex
is a simple (d − 1)-dimensional polytope). Thus, in its generality, (1.9) (which
also covers (1.10)) is new (and actually sharper than what has been previously
proven in the special cases known in the literature).

The weak converse

ωr
K(f, 1/n) ≤ Cr

1

nr

n
∑

k=0

(k + 1)r−1Ek(f)K ,

is an immediate consequence of (1.3) if we take into account how the modulus
of smoothness on the left has been defined.

The Jackson-type estimate Theorem 1.1 and the weak converse (1.3) easily
imply the following. If K1 ⊂ K is a segment and we consider f only on K1, then
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we obtain a continuous function on a segment/interval, and we can consider the
approximation of this one-variable function by polynomials of the same (single)
variable. Now it follows that if α > 0 and the error of best approximation of
f on any segment of K by (one variable) polynomials of degree at most n is
≤ n−α, then on the whole K the function f can be approximated with error
≤ Cn−α by polynomials (of several variables) of degree at most n (where C
depends only on K).

Remark 1.2 We need to say a few words on the degree of polynomials. In
this work we use total degree (i.e. the degree of xα1

1 · · ·xαd

d is α1 + · · · + αd),
while the works [6] and [14] used maximal degree in the separate variables (in
which case the degree of xα1

1 · · ·xαd

d is maxαj). This has not much effect on the
corresponding Jackson theorem, only on the range of n for which the theorem
holds. Indeed, let En(f) be as in (1.8) where the infimum is taken for all
polynomials of total degree at most n, and let

E∗
n(f)K = inf

Qn

‖f −Qn‖K ,

where now the infimum is taken for all polynomials Qn that are of degree at
most n in each variable. It is clear that End(f)K ≤ E∗

n(f)K ≤ En(f)K , so a
Jackson-type estimate for either of En or E∗

n yields a Jackson-type estimate for
the other. Note however, that if f0 is the polynomial xr−1

1 · · ·xr−1
d and K is

the unit cube in Rd, then E∗
n(f0) = 0 for n ≥ r − 1 while En(f0) = 0 only

for n ≥ d(r − 1). In a similar manner, if we use edge directions in forming the
modulus of smoothness, then ωr(f0, δ)K ≡ 0, so when using En(f) the Jackson-
type estimate (1.9) cannot hold for n < d(r− 1). That is why we claimed (1.9)
only for n ≥ rd.

2 Outline of the proof of Theorem 1.1

In the proof of Theorem 1.1 a special role is played by pyramids. Let S0 be a
convex (d − 1)-dimensional polytope in Rd, and P ∈ Rd a point outside the
hyperplane of S0. The convex hull of S0 and P determines a d-dimensional
pyramid S with apex at P . We call S0 the base of S, and the edges emanating
from P the apex edges of S.

Let K ⊂ Rd be a convex d-dimensional polytope with vertices {Qj}mj=1. If
Qj is a vertex of K and L is a hyperplane that intersects all the edges emanating
from Qj , then L cuts off a pyramid Sj from K with apex at Qj (and with base
K ∩ L).

As has been mentioned, (1.10) was proven in [14] in R3. That proof works
in any dimension for a polytope K which has the property that if we cut off
a small pyramid Sj around every vertex Qj , then what remains (say K0) is a
simple polytope (note that in R2 any polytope is simple, so the just mentioned
property is true for any 3-dimensional polytopes). In that approach simple
polytopes are used in two essential ways.
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• 1)K0 is simple, so for it the claim (say (1.10)) on the rate of approximation
is true by [6, Theorem 12.2.3] (with the additional term in that theorem
separately removed).

• 2) If Sλ
j is the λ-shrunk copy of Sj from Qj , then the truncated pyramid

Sj \ Sλ
j is simple, so for it the claim on the rate of approximation is true

again by [6, Theorem 12.2.3].

Note that if we are working in R3, then no assumption is needed, K0 is
always simple, so the just outlined approach yields the theorem. This is no
longer true in Rd, d > 3 (an observation by A. Prymak1), so the use of simple
polytopes in 1)–2) must be avoided. The proof we give is by induction on the
dimension, but for the induction we need the approximants to be given by linear
operators, and the modulus of smoothness should involve only edge-directions.

A) In 2) the truncated pyramid is (for λ < 1 close to 1) the union of well-
overlapped product sets (with the smaller base of the truncated pyramid ×
the edges), so induction and simple patching gives the result for the truncated
pyramid. From there the proof in [14] gives the result for each of the pyramids
Sj .

B) The problem in 1) is avoided by not looking at all on the remaining poly-
tope K0, but rather appropriately covering the original polytope by translated
copies of the pyramids Sj and patching the approximants on them (which were
established in A) together.

We start with the last tusk, i.e. by constructing an appropriate pyramidal
covering.

3 Pyramidal covering and approximation on gen-

eral polytopes

We shall write an ≺ bn if there is a C > 0 such that for sufficiently large n we
have |an| ≤ Cbn. If we also specify a range n ≥ n0 for n, then an ≺ bn, n ≥ n0

means that there is a C > 0 for which |an| ≤ Cbn for all n ≥ n0.
We shall prove Theorem 1.1 using bounded linear operators mapping C(K)

into Πd
n (since Πd

n is finite dimensional, it does not matter what norm is used
on Πd

n). Therefore, we introduce the notation

EL
n (f)K ≺ ω(1/n) (3.1)

to denote the fact that for all sufficiently large n (independent of f) there are
bounded linear operators Ln : C(K) → Πd

n such that

‖f − Lnf‖K ≤ Cω(1/n). (3.2)

1Indeed, if V is a non-simple polytope in Rd−1, d > 3, and K is the convex hull in Rd of
V and the point (0, . . . , 0, 1) ∈ Rd, then for any hyperplane L in Rd that is parallel with the
xd = 0 hyperplane that intersects K in at least two points the intersection K ∩ L is similar
to V , hence L cuts off a non-simple pyramid from K.
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with some constant C independent of f and n. Sometimes we need to specify a
subclass C of C(K) for which (3.2) is required, in which case we write

EL
n (f)K ≺ ω(1/n), f ∈ C. (3.3)

(3.1) proves Theorem 1.1 for sufficiently large n. Small n’s will be separately
handled in Theorem 5.1 in Section 5.

In this section we show that if one can approximate in the correct order
on pyramids, then the approximation on any polytope follows by a pyramidal
covering of the polytope. Then, in the next section, we show how to handle
pyramids.

We shall need some simple geometric facts.

3.1 Lemmas on geometry and polynomial partitions

Lemma 3.1 For every convex body S ⊂ Rd there is a constant α > 0 with the
following property: if we represent S as the intersection of half spaces, then for
any point P in Rd the distance from P to one of these half spaces is at least α
times the distance from P to S.

Proof. Let us write a ball Br of some radius r inside S about a point O of
S, and let R be such that the ball BR about O of radius R contains S in its
interior. We show that for any β < 1 the number α = βr/R is suitable.

Indeed, let P be any point outside S. The OP segment intersects the bound-
ary of S at a point Q (see Figure 1). Then PQ ≥ dist(P, S), so if we select the
point q on the segment PQ close to Q, then Pq ≥ βdist(P, S) and at the same
time Oq < R are satisfied (note that Q lies inside BR, so we may select q so
that it also lies inside that ball). There is a half space K among the given half
spaces that contains S but does not contain the point q. Let H be the bound-
ary of that half space. Then H intersects the OP segment in a point A (that
lies necessarily on the segment Qq), and consider the normal line to H at the
point A. This normal line and the line passing through O and P determines
a plane L that intersects H in a line ℓ (see below for the case when these two
lines coincide). Let B be the closest point of ℓ to O and C the closest point
of ℓ to P . Since L is perpendicular to H and P ∈ L, the distance from P to
C is precisely the distance from P to the half space K. Furthermore, OB ≥ r
(K contains the ball Br), OA < R (A lies on the segment Qq which lies inside
BR), and from the similarity of the triangles ACP and ABO we obtain that
PC/PA = OB/OA > r/R. Since PA ≥ Pq ≥ β dist(P, S) is also true, we
finally obtain

dist(P,K) = PC > (r/R)PA ≥ (r/R)β dist(P, S).

The just given proof used that the normal line to H at A and the line passing
through O and P are different (so they form a plane). If they are the same,
then dist(P,K) = PA ≥ Pq ≥ βdist(P, S).
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Figure 1:

Lemma 3.2 Let S be a convex polytope lying in the unit ball B1(0) of R
d, and

let ε > 0. There is a constant k = k(S, ε) such that for every n ≥ 1 there are
polynomials Rkn of degree at most kn for which

a) 0 ≤ Rkn(x) ≤ 1 for x ∈ B1(0),

b) 1−Rkn(x) ≤ 2−n for x ∈ S,

c) Rkn(x) ≤ 2−n for x ∈ B1(0), dist(x, S) ≥ ε.

Remark 3.3 1. The lemma is closely related to well localized polynomial par-
titions of unity. Indeed, if S1, . . . , Sm are finitely many closed convex bodies in
B1(0) and U1, . . . , Um are neighborhoods of them, then there is a constant θ > 0
and for each large n there are polynomials P1,n, . . . , Pm,n, Pm+1,n of degree at
most n such that

• 0 ≤ Pj,n ≤ 1 on B1(0) for all j,

• ∑m+1
j=1 Pj,n ≡ 1,

• Pj,n ≤ θn on B1(0) \ Uj for all 1 ≤ j ≤ m and

• Pm+1,n ≤ θn on ∪m
j=1Sj .

In particular, if the Sj are pairwise disjoint, then (by choosing Uj to lie outside
∪s 6=jSs) we can also have (with a possibly large θ)

• 1− θn ≤ Pj ≤ 1 on Sj for all 1 ≤ j ≤ m.
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Indeed, to see that, we may assume that each Sj is a convex polytope (just
place such a polytope in between Sj and Uj). Then we can apply Lemma 3.2
to each Sj (with an ε for which the ε-neighborhood of Sj is part of Uj) to get
polynomials Rj,n/m of degree at most n/m as in Lemma 3.2 (just apply the
lemma with n replaced by n/km). Now it is easy to see that

Pj,n = Rj,n/m(1−R1,n/m) · · · (1−Rj−1,n/m), j = 1, . . . ,m

and
Pm+1,n = (1−R1,n/m) · · · (1−Rm,n/m)

satisfy the requirements. The θ depends on m, ε and on the numbers k(Sj , ε)
in Lemma 3.2.

2. To our knowledge in more than one variables polynomial partitions of
unity were created for the fist time in [7] (that paper dealt with dimension 2).
There the decrease was of power type away from the sets, and that decrease
started right at the boundary of the sets Sj . In the just given construction Pj,n

tends to 0 geometrically fast outside Uj , though there is no information on its
behavior in Uj \ Sj . In patching local polynomial approximants together to a
global approximant one needs, in general, a geometric rate of convergence to 0
as just has been explained.

Proof of of Lemma 3.2. Let α > 0 be the constant from Lemma 3.1 for the
polytope S.

It is well known (see e.g. [12, Corollary VI.3.6]) that for every ε > 0 there
are an s and for every n polynomials R̃sn(x1) of a single variable x1 of degree sn
such that 0 ≤ R̃sn ≤ 1 on [−3, 3], 1− R̃sn ≤ 3−n on [−3, 0] and R̃sn ≤ 3−n on
[αε, 3]. We regard R̃sn as a polynomial of degree sn of the variables (x1, . . . , xd).

S is the intersection of some half-spaces K1, . . . ,Km. We may assume that
the boundary of each Kj contains a point of S. If Φj is an isometry of Rd that

maps Kj into the half-space x1 ≤ 0, then R̃sn(Φj(x)) is a polynomial of degree
at most sn, it is in between 0 and 1 on the unit ball (note that the unit ball
is mapped into the strip −3 ≤ x1 ≤ 3 by Φj), it is closer to 1 than 3−n on S
(S is mapped into −3 ≤ x1 ≤ 0) and it is closer to 0 than 3−n at any point
of B1(0) \ Kj which lies of distance ≥ αε from Kj . However, by the choice
of α, any point in the unit ball that is of distance ≥ ε from S lies of distance
≥ αε from one of these Kj , hence, the product of the polynomials R̃sn(Φj(x)),
j = 1, . . . ,m, is appropriate in the lemma for sufficiently large n.

Lemma 3.4 Let S ⊂ K be convex polytopes in Rd, and let Sε be the closed
ε-neighborhood of S. Let furthermore H ⊂ K be a closed set such that for some
δ > 0 the intersection S ∩H contains a (d-dimensional) ball of radius δ. Then
for every l0 there is an l such that

EL
l0n(f)Sε∩K ≺ ω(1/n), EL

l0n(f)H ≺ ω(1/n), f ∈ C(K) (3.4)
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imply
EL

ln(f)S∪H ≺ ω(1/n), f ∈ C(K). (3.5)

Here the constant in the last ≺ does not depend on f , it depends only on the
diameter of K, on δ and on the constants in the preceding two ≺. The quantity
ω(1/n) is a generic term that tends to 0 as n → ∞—we shall use the lemma with
ω(1/n) replaced by the 1/n-value of a certain modulus of smoothness. Recall
also our convention that the implication (3.4) ⇒ (3.5) is not for individual
functions, but should be read that if (3.4), i.e.

EL
l0n(f)Sε∩K ≤ C0ω(1/n), EL

l0n(f)H ≤ C0ω(1/n), n ≥ n0

holds for all functions f ∈ C(K) with some constants C0, n0, then (3.5), i.e.

EL
ln(f)S∪H ≤ C1ω(1/n), n ≥ n1

is also true with some C1, n1 for all such f .

Proof. We may assume K ⊂ B1(0), i.e. that K lies in the unit ball of Rd.
First we recall

Lemma 3.5 [14, Lemma 4.1] If B is a ball of radius δ lying in the unit ball
B1(0), then for any polynomial Qn of degree at most n

‖Qn‖B1(0) ≤ ‖Qn‖B(4/δ)n. (3.6)

Let P1,n and P2,n be bounded linear operators on C(K) mapping into Πd
l0n

such that

‖f − P1,nf‖Sε∩K ≤ Cω(1/n), ‖f − P2,nf‖H ≤ Cω(1/n)

for f ∈ C(K). By assumption there is a ball B ⊆ H ∩ S of some radius δ > 0,
and on that ball we have

‖P1,nf − P2,nf‖B ≤ ‖f − P2,nf‖H + ‖f − P1,nf‖Sε∩K ≤ 2Cω(1/n),

hence, by Lemma 3.5

‖P1,nf − P2,nf‖B1(0) ≤ 2C(4/δ)l0nω(1/n). (3.7)

Choose an integer b such that (1/2)b < (δ/4)l0 and with the polynomials
Rkn from Lemma 3.2 for S and with l = (l0 + kb) set

Llnf = RkbnP1,nf + (1−Rkbn)P2,nf.

This is a bounded linear operator from C(K) to Πd
ln, and for it we have

• on H ∩ Sε

|f − Llnf | ≤ Rkbn|f − P1,nf |+ (1−Rkbn)|f − P2,nf | ≤ Cω(1/n), (3.8)
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• on S (see (3.7))

|f − Llnf | = |f − P1,nf + (1−Rkbn)(P1,nf − P2,nf)| ≤ |f − P1,nf |+

+ (1−Rkbn)|P1,nf − P2,nf | ≤ Cω(1/n) + 2−bn2C(4/δ)l0nω(1/n)

≤ 3Cω(1/n), (3.9)

• and on H \ Sε

|f − Llnf | = |(f − P2,nf −Rkbn(P1,nf − P2,nf)| ≤ |f − P2,nf |

+ Rkbn|P1,nf − P2,nf | ≤ Cω(1/n) + 2−bn2C(4/δ)l0nω(1/n)

≤ 3Cω(1/n). (3.10)

The inequalities (3.8)–(3.10) verify the lemma.

As usual, we identify a point Q ∈ Rd with its position vector
−−→
OQ, where O

is the origin.
Let ΦQ,η be the homothetic transformation of Rd with center at Q and

with dilation factor η, i.e. ΦQ,η is the linear transformation of Rd for which
ΦQ,η(P ) = Q+ η(P −Q) for any P ∈ Rd.

Let K be a convex polytope in Rd with vertices Q1, . . . , Qm.

Lemma 3.6 K is covered by the sets ΦQj ,d/(d+1)K, j = 1, . . . ,m.

Proof. By taking a simplicial decomposition2 of K into d-dimensional sim-
plices with vertices from the set {Q1, . . . , Qm}, we may assume that K is
a simplex (so m = d + 1). Then any point X in K is of the form X =
α1Q1 + · · ·αd+1Qd+1 with αj ≥ 0,

∑

αj = 1. Here one of the αj ’s, say α1,
is at least 1/(d+ 1), hence from the representation

X = (1− α1)
( α2

1− α1
Q2 + · · ·+ λd+1

1− α1
Qd+1

)

+ α1Q1 =: (1− α1)Y + α1Q1

we can see that X divides the segment Y Q1 into segments with length-ratio
α1/(1 − α1) ≥ 1/d, which implies that X belongs to ΦQ1,d/(d+1)K because
Y ∈ K.

2Actually, all we need is Caratheodory’s theorem that any point of the convex hull of a
set H in Rd lies in the convex hull of some of its (d+ 1) points, so if K is a polytope in Rd,
then it is the union of the simplices spanned by (d+ 1) vertices of K.
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Lemma 3.7 Let K be as in the preceding lemma and let 0 < θ < 1/(d + 1)
be fixed. If P is any point of ΦQj ,1−θK and we translate ΦQj ,θK by the vector
−−→
QjP , then the translated polytope is part of K.

Proof. Indeed, if R is any point of ΦQj ,θK and we denote the vectors
−−→
QjP

and
−−→
QjR by v and u, respectively, then Qj + (1 − θ)−1v, Qj + θ−1u belong to

K, hence so does the point (1 − θ)(Qj + (1 − θ)−1v) + θ(Qj + θ−1u) on their

connecting segment. But this point is Qj + u + v = R + u = R +
−−→
QjP , which

means that ΦQj ,θK +
−−→
QjP ⊂ K. This proof also gives that if P lies in the d-

dimensional interior of ΦQj ,1−θK, then the translated polytope ΦQj ,θK +
−−→
QjP

also lies in the interior of K.

What we have just proven can be applied on every lower dimensional face
of K. Indeed, let Fk be a k-dimensional face of K that contains Qj . Since
Fk ∩ ΦQj ,θK = ΦQj ,θFk, what we have just established can be applied to the
face Fk and to ΦQj ,θFk. Thus, if P ∈ ΦQj ,1−θK is on the face Fk, then the

face ΦQj ,θFk +
−−→
QjP of the translated polytope ΦQj ,θK +

−−→
QjP lies in Fk, and

if P lies in the k-dimensional interior of ΦQj ,1−θFk, then Fk ∩ (ΦQj ,θK +
−−→
QjP )

lies in the k-dimensional interior of Fk. In the latter case if P ′ lies in the k
dimensional interior of Fk∩(ΦQj ,θK+

−−→
QjP ), then we can enlarge ΦQj ,θK+

−−→
QjP

from P ′ by a factor 1 + τ > 1 with some small τ > 0 so that the enlarged
polytope is still part of K. Furthermore, this enlarged polytope then contains
the intersection of a neighborhood of ΦQj ,θK +

−−→
QjP with Fk (note however,

that it does not contain a d-dimensional neighborhood of ΦQj ,θK +
−−→
QjP since

all points of Fk ∩ (ΦQj ,θK +
−−→
QjP ) lie on the boundary — actually on the

corresponding k-dimensional face — of the enlarged polytope).

3.2 Pyramidal coverings

In this section we describe a covering of a polytope K by pyramids Ks with
the property that there is a listing of the elements Ks in the covering in which
consecutive elements have relatively large intersections (the intersection of their
interiors is non-empty). This covering will then allow us in the next subsection,
by repeatedly applying the results from the preceding subsection, to obtain a
global polynomial approximant on K (to a given function f) from approximants
on the Ks. In this way we reduce the problem of polynomial approximation on
K to approximation on (the) pyramids (Ks).

Since the construction is rather involved with many notations, for the sake
of the reader we shall list the notations in a separate subsection at the end of
this section.

Let K and Qj as before, and fix 0 < θ < 1/(d + 1). Around each Qj we
cut off from K a small pyramid Sj with vertex at Qj by a (d− 1)-dimensional

12



Ks

Sj

Sj,h

Sj, /2h

ws

vs

Figure 2: A schematic figure of the sets Sj , Sj,η, Sj,η/2, Ks, Kη,s (lightly shaded
figure) and Kη/2,s (dark shaded figure), as well as the vectors vs, ws.

hyperplane. We assume that for each j we have Sj ⊂ ΦQj ,θK, and we fix these
Sj in the following discussion.

For simplicity let us also write Sj,η for the homothetic copy ΦQj ,ηSj .
Let η < 1/2 be given. We shall deal with the following type of sets Ks, Kη,s

and Kη/2,s, 1 ≤ s ≤ T , where T will be given during the construction below.

• Each Ks = Sj + vs is a translated copy of some Sj by a translation vector
vs,

• Kη,s ⊂ Sj,1/2 + vs is the translation of the η-size copy Sj,η of Sj by the
same vector vs, and

• Kη/2,s ⊆ Kη,s is a translation of the smaller Sj,η/2 by a possibly different
vector ws.

See Figure 2. For emphasis we use calligraphic letter in Kη/2,s to indicate that
the vertex of Kη/2,s may be at a different point than the common vertices of Ks

and Kη,s.
By an η-pyramid covering of K we mean a covering K = ∪T

s=1Ks, where
each Ks is a translated copy of one of the Sj ’s, and which has the following
properties: there are an ε > 0 and related subpyramids Kη,s, Kη/2,s of Ks as
just described such that

(i) each Ks is contained in K and each Kη/2,s is contained in Kη,s,

(ii) K = ∪T
s=1Kη/2,s,

(iii) the intersection of the interiors of Kη/2,s and Kη/2,s+1 is non-empty for all
s = 1, . . . , T − 1,

13



(iv) Kε
η/2,s ∩K ⊂ Kη,s, where Kε

η/2,s is the closed ε-neighborhood of Kη/2,s.

Proposition 3.8 For every η < 1/2 there is an η-pyramid covering of K.

Proof. We say that a finite set X ⊂ K is τ -dense in K if every point of K
lies closer to some point of X than τ .

We define for some small 0 < τ a τ -dense set X on K as follows. First of all,
let X1 be the set of all vertices Qj of K. Then for every edge F1 of K extend
F1 ∩X1 to a τ -dense set of F1. X1 and the added points for all edges form X2.
Then for every 2 dimensional face F2 of K extend F2 ∩X2 to a τ -dense set of
F2, etc. keep extending the point sets Xk using higher and higher dimensional
faces. This way we get a τ -dense set Xd−1 on the boundary of K, and finally
extend that to a τ -dense set on K.

First we define the sets Kη/2,s. If P ∈ X and P belongs to ΦQj ,1−θK (there
must be such a j in view of Lemma 3.6) then let KP be the translation of

Sj,η/2 = ΦQj ,η/2Sj by the vector
−−→
QjP . If for a P there are more than one j

with P ∈ ΦQj ,1−θK, then get a KP for all such j. We show that the collection
of all these KP generate a suitable η-pyramid covering by repeating each KP a
few times (to meet the requirement in (iii)). According to Lemma 3.7 we have

Sj +
−−→
QjP ⊂ K (recall that Sj ⊂ ΦQj ,θK), and since η < 1/2 we also have

KP ⊂ Sj,1/2 +
−−→
QjP ⊂ Sj +

−−→
QjP ⊂ K. (3.11)

If τ is sufficiently small, then these KP cover K. Indeed, from how X was
constructed it is clear that the vertices, and hence small neighborhoods (relative
to K) of them are covered (note that each Qj belongs to X, so Sj,η/2 is one
of the KP ’s). Then each edge F1, and hence a small neighborhood (relative to
K) of F1 is covered (this neighborhood depends only on η and not on τ), and
so on, we continue with higher and higher dimensional faces and their small
neighborhoods, and finally with all of K. This proves (ii).

We also get that for small τ > 0 the interiors Int(KP ) of the pyramids KP

cover the interior Int(K) of K. At this point we need the following simple
lemma.

Lemma 3.9 Let G be a connected set and suppose that G = ∪iGi, where Gi are
finitely many open sets. Let {Gi}i be the vertices of a graph, and connect in that
graph the vertices Gi and Gj if for the sets Gi,Gj we have Gi∩Gj 6= ∅. Then this
graph is connected.

This lemma says that in any covering G = ∪iGi of a connected open set G by
open sets Gi, for any index pairs k 6= l there are indices i0, ij , . . . , im with some
m such that i0 = k, im = l, and for any 0 ≤ j < m we have Gij ∩ Gij+1

6= ∅.

Proof. For clearer notation let us write GV
j if we talk about Gj as a vertex of

the graph. Let V1, . . . , Vr be the vertex sets of the connected components of the
graph (i.e. each Vs is a non-empty set of certain GV

j , Vs1 ∩ Vs2 = ∅ for s1 6= s2,

14



and each GV
j belongs to one of the Vs). Each ∪GV

j
∈Vi

Gj is open, and for different

components Vi these sets are disjoint. Now the conclusion follows from the fact
that a connected set cannot be the disjoint union of non-empty open sets.

Since the just constructed graph for Int(K) and {Int(KP )}P∈X is connected,
there is a path in it which goes through every vertex. In other words, there is
a listing Kη/2,s, s = 1, . . . , T , of all the KP ’s (maybe with repetition) in which
Kη/2,s ∩ Kη/2,s+1 contains a ball for all s < T . This proves (iii).

We still need to define the sets Kη,s and Ks, see Figure 2. Consider a

Kη/2,s = KP , say it is Sj,η/2 +
−−→
QjP (i.e. the vector ws in the definition of

pyramidal covering is
−−→
QjP in this case). If P is the vertex Qj , then enlarge KP

from P by a factor 2 to get Kη,s. However, if P is not a vertex of K, then there
is a smallest dimensional face Fk of K such that P lies in the interior Intk(Fk)
of Fk (if Fk is k-dimensional, then Intk(Fk) denotes its k-dimensional interior),
where we consider K itself as the d-dimensional face of K. Hence, according
to what was said after Lemma 3.7, Fk ∩ (Sj,η +

−−→
QjP ) also lies in Intk(Fk). Let

Q ∈ Intk(Fk ∩ Sj,η) be a point lying in the k-dimensional interior of Fk ∩ Sj,η.

Then Q+
−−→
QjP lies in the k-dimensional interior Intk(Fk ∩ (Sj,η +

−−→
QjP )) of the

face Fk∩(Sj,η+
−−→
QjP ) of Sj,η+

−−→
QjP , and the translation of Intk(Fk∩(Sj,η+

−−→
QjP ))

by the vector
−−→
QQj will contain Fk ∩KP if Q lies sufficiently close to Qj (and

at the same time this translation is contained in Fk). Thus, if we set

Kη,s = Sj,η +
−−→
QP

(i.e. the vector vs in the pyramidal covering is
−−→
QP ), then this Kη,s is such that

it contains the intersection of a neighborhood of Kη/2,s = KP with K, proving
(iv).

Finally, with the previous notations we set Ks = Sj +
−−→
QP , which is part of

K (see Lemma 3.7), so (i) holds.

List of notations used in the pyramidal covering construction

For the sake of the reader we repeat here in a concised form the notations used
in the pyramidal covering.

ΦQ,η – homothetic transformation with center at Q and dilation factor η
Qj – vertices of K
Sj (⊂ K) – small pyramids cut off from K with vertex at Sj

Sj,η – the homothetic copy ΦQj ,ηSj of Sj

Ks – an Sj + vs with a translation vector vs
Kη,s – Sj,η + vs with the same translation vector vs
Kη/2,s (⊂ Kη,s) – Sj,η/2 + ws with another translation vector ws

15



3.3 Patching approximants on a pyramidal covering to-

gether to a global approximant

Let ω̃r
Sj
(f, 1/n) be the modulus of smoothness on Sj when only the directions in

the apex edges of Sj are used. We shall use again the notation Sj,η for ΦQj ,ηSj .

Proposition 3.10 If for each j = 1, . . . ,m we have

EL
n (f)Sj,2η

≺ ω̃r
Sj
(f, 1/n), f ∈ C(Sj), (3.12)

then there is an l such that

EL
ln(f)K ≺ ωr

K(f, 1/n), f ∈ C(K).

Recall that here, on the right hand side, the modulus of smoothness uses the
edge directions of K.

Proof. Let K = ∪T
s=1Ks be an η-pyramid covering of K as in Proposition 3.8,

and set Ht = ∪t
s=1Kη/2,s. With induction we are going to prove that for every

1 ≤ t ≤ T there is an l for which

EL
ln(f)Ht

≺ ωr
K(f, 1/n). (3.13)

The claim then follows by setting t = T .
For t = 1 the set H1 = Kη/2,1 is an Sj,η/2 + w1 for some j and some

vector w1, K1 = Sj + v1 with the same j and with another vector v1, and the
corresponding Kη,1 is Sj,η + v1. Note that Kη,1 is contained in Sj,1/2 + v1. By
the assumption (make a homothecy with factor 2 and a translation by v1) there
are linear operators Ln : C(Sj,1/2 + v1) → Πd

n such that

‖f − Lnf‖Sj,η+v
1
≺ ω̃r

Sj,1/2+v
1
(f, 1/n). (3.14)

Since Kη/2,1 = Sj,η/2+w1 is part of Sj,η + v1 (see property (i) of the η-pyramid
covering), and the right-hand side in (3.14) is at most ωr

K(f, 1/n) (note that all
apex-edge directions of Sj + v1 are also edge directions of K), we obtain

‖f − Lnf‖Kη/2,1
= ‖f − Lnf‖Sj,η/2+w

1
≺ ωr

K(f, 1/n), (3.15)

and hence the claim follows in this case.
The induction step is a consequence of Lemma 3.4. Indeed, if (3.13) is known

for t− 1 (t > 1), say
EL

l0n(f)Ht−1
≺ ωr

K(f, 1/n), (3.16)

then letH = Ht−1, S = Kη/2,t in Lemma 3.4, and set ω(1/n) = ωr
K(f, 1/n) there

(note that by property (iii) of the η-pyramidal covering H∩S = Ht−1∩Kη/2,t ⊇
Kη/2,t−1∩Kη/2,t contains a ball). As we have just seen (see the argument leading
to (3.14)–(3.15)), (3.12) implies

EL
n (f)Kη,t

≺ ωr
K(f, 1/n).
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Furthermore, by property (iv) of an η-pyramid covering, for some ε > 0 the
relative (with respect to K) neighborhood Kε

η/2,t ∩K of Kη/2,t is part of Kη,t,
hence we obtain

EL
n (f)Kε

η/2,t
∩K ≺ ωr

K(f, 1/n),

and together with this also

EL
l0n(f)Kε

η/2,t
∩K ≺ ωr

K(f, 1/n).

Now the claim follows for t (i.e. for Ht = Ht−1∪Kη/2,t) in view of this estimate,
(3.16) and Lemma 3.4.

4 Approximation on pyramids and the proof of

Theorem 1.1 for large degrees

Let S0 be a (d − 1)-dimensional convex polytope lying in the hyperplane H of
Rd and S the convex hull of S0 ∪ {P}, where P is a point outside H (so S is a
d dimensional pyramid with apex at P ). Recall that the edges of S emanating
from P are called apex edges.

Assume that P = 0. Let λH be the hyperplane that we obtain from H
by a dilation with factor 0 < λ < 1 and center P = 0. Then λH cuts S into
two parts, the pyramid λS and the polytope Uλ := S \ λS such that S0 and
λS0 are (d− 1)-dimensional similar faces of Uλ. Let e1, . . . , em be the segments
connecting the corresponding points of S0 and λS0. These segments lie on the
apex edges of S, on each apex edge lying one of them. If E is the endpoint of ej
lying in λS0, then the product set (λS0) × ej is defined as the union of all the

translations ej +
−−→
EM , where M runs through the points of λS0 (see Figure 3).

Proposition 4.1 If λ > (d− 1)/d, then the product sets (λS0)× ej , 1 ≤ j ≤ m
have a common interior and their union is Uλ.

Proof. Let the vertices of S0 be Q1, . . . , Qm. Then the vertices of λS are
λQ1, . . . , λQm, and we may assume that ej = Qj(λQj). As before, let ΦQj ,µS0

be the homothetic image of S0 with factor µ and dilation center at Qj .
Let Z be any point in Uλ, and ℓZ be the half-line from the origin through

Z. This ℓZ intersects S0 in a point X, and by Lemma 3.6 X ∈ ΦQj ,(d−1)/dS0

for some 1 ≤ j ≤ m. If Z = σX, then λ ≤ σ ≤ 1, and Z ∈ ΦσQj ,(d−1)/d(σS0).
However, this latter set is a σ(d− 1)/d size copy (ΦQj ,σ(d−1)/d(Sj)) of S0 trans-

lated by the vector
−−−−−−→
Qj(σQj), so it is contained in the λ > σ(d− 1)/d size copy

ΦQj ,λS0 of S0 translated by the same vector
−−−−−−→
Qj(σQj).

The translation of λS0 by the vector
−−−−−−→
(λQj)Qj is ΦQj ,λS0, and the product

set (λS0) × ej is precisely the set of points that lie in one of the translations

of λS0 by a vector
−−−−−−−−→
(λQj)(τQj), λ ≤ τ ≤ 1. But then, in view of

−−−−−−→
Qj(σQj) =
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P=0

S0

lS0

lS e0 jx

ej

lS

Figure 3: The pyramid S, its base S0 and their λ-dilations from the apex P = 0.
The shaded slab is the product set λS0 × ej .

−−−−−−→
Qj(λQj)+

−−−−−−−−→
(λQj)(σQj), what we have just proven means that Z is in this product

set (λS0)× ej .
The claim that the product sets (λS0)× ej have a common interior point is

trivial, since if Y lies in the (d−1)-dimensional interior of λS0, then all points of
Uλ = S \λS that lie sufficiently close to Y lie in all the product sets (λS0)× ej .

Remark 4.2 Easy modification of the proof gives that if 1 > λ > (d−1)/d and
µ < 1, µλ > (d − 1)/d, then for µ sufficiently close to 1 even the product sets
ΦλQj ,µ(λS0) × ej, 1 ≤ j ≤ m have a common interior and their union is Uλ.

3

For these sets it is clearly true that for small ε > 0
(

ΦλQj ,µ(λS0)× ej

)ε

∩ Uλ ⊂ (λS0)× ej , (4.1)

where ·ε denotes ε-neighborhood.

Proposition 4.3 Suppose that S0 is a polytope in Rd−1 for which there are
bounded linear operators Vn : C(S0) → Πd−1

n such that

‖f − Vnf‖S0
≺ ωr

S0
(f, 1/n)E ,

3Actually, the claim is true for all µ < 1 with µλ > (d−1)/d. Indeed, in view of Proposition
4.1 we need to prove only that the convex sets ΦλQj ,(d−1)/dλS0 have non-empty intersection.

For this the following simple argument was communicated to the author by János Kincses. In
view of Helly’s theorem all these sets have non-empty intersection if any d of them have non-
empty intersection (note that we are working now in a d− 1 dimensional hyperplane of Rd).
However, if j1, . . . , jd are different indices, then the center of mass of the ((d−1)-dimensional)
simplex ∆ determined by λQj1 , . . . , λQjd lies in all ΦλQjs ,(d−1)/dλS0, s = 1, . . . , d, because

the center of mass divides the segment from any vertex Qjs through the center of mass to the
opposite face of ∆ in the ration 1 : (d− 1).
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where ωr
S0
(f, δ)E is a modulus of smoothness on S0 using some directions E.

Then there is a sequence of bounded linear operators Ln : C(S0 × [0, 1]) → Πd
n

such that
‖f − Lnf‖S0×[0,1] ≺ ωr

S0×[0,1](f, 1/n)E∪{ed},

where ed is the d-th unit vector in Rd (perpendicular to Rd−1).

Proof. In view of Remark 1.2 it is sufficient to construct the linear operators
Ln with the required properties except that Lnf can be a polynomial of degree
at most n in each variable (as opposed to the claim where Lnf has total degree
at most n).

This is basically [6, Section 12.1]. Indeed, it was proven there that for every r
there are Un : C[0, 1] → Π1

n such that Un are uniformly bounded linear operators
from C[0, 1] to C[0, 1] with the property that

‖f − Unf‖[0,1] ≺ ωr
[0,1](f, 1/n)

(recall also (1.7)).
Let y = (y1, . . . , yd−1). For a function f(y, x) define fx(y) = f(y, x) and

fy(x) = f(y, x). Then

ωS0×[0,1](f, δ)E∪{ed} = max

(

sup
x∈[0,1]

ωS0
(fx, δ)E , sup

y∈S0

ω[0,1](f
y, δ)

)

.

When we apply Vn in the variable y ∈ S0, then we denote it by V
y
n . Let now

Lnf = Ux
n ◦ V y

n fx. The function V
y
n fx is of the form

∑

ki≤n ak,n(x)y
k1

1 · · · ykd−1

d−1

where k = (k1, . . . , kd−1), and here each ak,n(x) is continuous because Vn are
bounded linear operators. Hence, the linearity of Un yields that Lnf is of the

form
∑

ki≤n U
x
n (ak,n(x))y

k1

1 · · · ydd−1

d−1 , which is a polynomial of degree at most n
in each of the variables y1, . . . , yd−1, x. Now

|Lnf(y, x)− f(y, x)| ≤ |Ux
n ◦ V y

n fx(y)− Ux
nfx(y)|+ |Ux

nfx(y)− fx(y)|.

With some fixed C,C1, C2 for all large n the first term on the right is

|Ux
n ◦ V y

n fx(y)− Ux
nfx(y)| = |Ux

n (V
y
n fx(y)− fx(y))|

≤ C sup
x

|V y
n fx(y)− fx(y))|

≤ C1 sup
x

ωS0
(fx, 1/n)E ≤ C1ωS0×[0,1](f, 1/n)E∪{ed},

while for each fixed y ∈ S0 the second term is

|Ux
nf

y(x)− fy(x)| ≤ C2ω[0,1](f
y, 1/n) ≤ CωS0×[0,1](f, 1/n)E∪{ed}.
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The preceding proposition says that if we can prove a Jackson-type inequality
on a set K0 via bounded linear operators, then a similar Jackson-type theorem
holds on the product space K0 × [0, 1]. By applying an affine transformation
we obtain that the same is true for product sets of the form K0 × e, where e is
not necessarily perpendicular to the hyperspace of K0 (but lies outside it). In
particular, we can apply this to all the product sets (λS0)×ej from Proposition
4.1 above, and we obtain that if

EL
n (f)S0

≺ ωr
S0
(f, 1/n), (4.2)

(which implies the same for the set λS0 replacing S0 since λS0 is a homothetic
image of S0) where ω

r
S0
(f, δ) is the modulus of smoothness on S0 using the edge

directions S0, then for each j = 1, . . . ,m we have

EL
n (f)(λS0)×ej ≺ ωr

(λS0)×ej
(f, 1/n).

Let us return now to the pyramid S and to its decomposition S = λS ∪ Uλ

from the beginning of this section. If we combine the just discussed relation
with the fact (4.1) and apply Lemma 3.4 repeatedly with ω(1/n) = ωr

Uλ
(f, 1/n),

H = ∪t−1
j=1ΦλQj ,µ(λS0) × ej , S = ΦλQt,µ(λS0) × et, t = 1, . . . ,m, and K = Uλ,

then we can conclude that (4.2) implies that there is an l such that

EL
ln(f)Uλ

≺ ωr
Uλ

(f, 1/n).

If this is true for all n with ln ≥ nr (where nr is some number), then we
have proved

Proposition 4.4 Under the assumption (4.2) there is an nr such that

EL
n (F )Uλ

≺ ωr
Uλ

(F, 1/n), n ≥ nr.

Recall our convention that this means that for all functions F continuous on Uλ

we have
EL

n (F )Uλ
≤ C0ω

r
Uλ

(F, 1/n), n ≥ nr

with some constant C0 independent of F .
Since both sides are homothetic invariant, we also have

EL
bn(F )qUλ

≺ ωr
qUλ

(F, 1/bn), bn ≥ nr.

for any q > 0 and b > 0.
In particular, if E is the set of the apex edge directions of S and for some

function F and numbers q, b > 0

ωr
qUλ

(F, 1/bn) ≺ ωr
S(f, 1/n)E (4.3)

also holds, then we can conclude

EL
bn(F )qUλ

≺ ωr
S(f, 1/n)E , bn ≥ nr. (4.4)

Now we are ready to prove Theorem 1.1 for large degrees n.
We shall prove it in the form

20



Theorem 4.5 If K is a convex polytope in Rd, then

EL
n (f)K ≺ ωr

K(f, 1/n).

Recall our convention from Section 3 that an ≺ bn means that there is a C > 0
such that for sufficiently large n we have |an| ≤ Cbn.

Proof of Theorem 4.5. We use induction with respect to d, the d = 1 case
being covered by [6, Section 12.1]. Suppose the claim is true in Rd−1, and let
K be a polytope in Rd.

LetQ be a vertex ofK, and cut off a small pyramid S fromK by a hyperplane
going close to Q. We may assume that S is as small as in the discussion after
Lemma 3.6, i.e. S ⊂ ΦQ,θK (where θ < 1/(d+1) is a fixed number). The apex
of S is at Q and its base S0 is in the hyperplane of the cut. It was proved in
[14, Chapter 11] part A) that the cut can be made so that

a) no base edge e of S is parallel with any (d − 2)-dimensional base face not
containing e,

b) the height of S (i.e. the perpendicular segment to S0 from Q) lies in the
interior of S (except for its two endpoints).

We may assume that Q = 0, and that S0 lies in the plane x1 = 2 (implying
that the height is the segment 0 ≤ x1 ≤ 2, x2 = · · ·xd = 0), and let Ka =
aS \ (a/4)S. Properties a)-b) are enough to prove (see [14, Chapter 6]) that for
a ≤ 1/4 we have

ωr
Ka

(F, 1/n
√
a) ≺ ωr

S(f, 1/n)E (4.5)

where E is the set of the apex edge directions of S and where

F (x1, . . . , xd) = f(x1 + L/n2, x2, . . . , xd) (4.6)

with some large but fixed L (in [14, (6.18)] this was stated with a different
modulus of smoothness on the right which was needed there, but the proof
also gives the inequality with ωr

S(f, δ)E). As a consequence, we get the same
conclusion if Ka is replaced by aS \ (λa)S = aUλ with any 1/4 ≤ λ < 1, where
Uλ is the set from Proposition 4.4, i.e.

ωr
aUλ

(F, 1/n
√
a) ≺ ωr

S(f, 1/n)E (4.7)

also follows.
Now this is then a situation when (4.4) can be applied with q = a, b =

√
a

since (4.2) is guaranteed by our induction hypothesis and (4.7) is the same as
(4.3), so we can conclude

EL
n
√
a(F )aUλ

≺ ωr
S(f, 1/n)E n

√
a ≥ nr. (4.8)

Recall that here F and f are connected via (4.6). These local approximants
can be patched together to a global approximant exactly as in [14, Chapter 8].
Namely, if

S∗
n = S ∩

{

M/n2 ≤ x1 ≤ 1/16
}
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with some appropriate large but fixed M , then (4.8) implies that for some l we
have

EL
ln(F )S∗

n
≺ ωr

S(f, 1/n)E .

The only difference here compared to [14, Chapter 8] is that there λ = 1/4 was
used (in which case aUλ = Ka with the Ka from (4.5)), but for any 1

4 ≤ λ < 1
the argument is the same.

Since ωr
S(f, 1/n)E ≺ ωr

S(f, 1/ln)E , it follows that

EL
n (f)(S/64)+((M+L)/n2)v ≺ ωr

S(f, 1/n)E , (4.9)

where v = (1, 0, . . . , 0) is the unit vector pointing in the x1-direction. This
conclusion is immediate, since EL

n (F )S∗

n
= EL

n (f)S∗

n+(L/n2)v, and the set S∗
n +

(L/n2)v contains (S/64) + ((M + L)/n2)v for large n.
Now we invoke

Proposition 4.6 (4.9) implies

EL
n (f)S/128 ≺ ωr

S(f, 1/n)E . (4.10)

The proof of this will be given after we complete the proof of Theorem 4.5.
Thus, we can see that

EL
n (f)S2η

≺ ωr
S(f, 1/n)E (4.11)

with any 2η < 1/128 (recall that S2η is the dilation of S from its apex by
the factor 2η), and this is precisely (3.12) for the vertex Q and the pyramid S
attached to Q.

Since this can be done for all vertices Q of K, the claim in the theorem
follows from Proposition 3.10.

We still need to prove Proposition 4.6.

Proof. Recall that E is the direction of the apex edges of S and v is the vector
(1, 0, . . . , 0). It is enough to show that if pn is any polynomial such that

‖f − pn‖(S/64)+(M/n2)v ≤ C0ω
r
S(f, 1/n)E (4.12)

with some fixed M , then automatically

‖f − pn‖S/128 ≤ C1ω
r
S(f, 1/n)E (4.13)

with some C1 that is independent of n (in the Proposition apply this with M+L
instead ofM and with pn = Lnf). As before, let S0 be the base of S, Q1, . . . , Qm

the vertices of S0 and ej =
−−→
0Qj the vectors from the apex 0 of S (which is at

the origin) to the base vertices. The vector pointing from the origin to the apex
of S/64 + (M/n2)v is (M/n2)v = (M/n2, 0, . . . , 0), and first we express this in
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S**=S/(128)-(M/n )
2

v

S/64

S =S-(M/n )
* 2

v

Figure 4: A schematic figure of the sets S/64, S∗ := S − (M/n2)v and S∗∗ :=
S/128− (M/n2)v (shaded area)

terms of the vectors ej . Recall that the base of S is on the x1 = 2 hyperplane,
and the point (2, 0, . . . , 0) is a point of the base (because the height of S was
lying inside S). Thus, with some numbers αj ∈ [0, 1] with total sum 1 we have

α1e1 + · · ·+ αmem = (2, 0, . . . , 0),

hence

(Mα1/2n
2)e1 + · · ·+ (Mαm/2n2)em = (M/n2, 0, . . . , 0). (4.14)

Thus, if we translate S/64 successively by the vectors (Mαj/2n
2)ej , j = 1, . . . ,m,

then we obtain the pyramid S/64 + (M/n2)v, and during these translations we
never leave S.

For simpler notation we shift everything by −(M/n2)v. Under this shift
(S/64) + (M/n2)v becomes S/64, S becomes S∗ := S − (M/n2)v and S/128
becomes S∗∗ := (S/128)− (M/n2)v (see Figure 4).

What we have just established can also be formulated in the following way:
if we translate S/64 successively by the vectors −(Mαj/2n

2)ej , j = m, . . . , 1,
then we obtain a pyramid (which is twice the size of S∗∗) with apex at the
common apex of S∗ and S∗∗, and during these translations we never leave S∗.

If we also define F (x) = f(x+(M/n2)v) on S∗ and Pn(x) = pn(x+(M/n2)v),
then (4.12) is the same as

‖F − Pn‖S/64 ≤ C0ω
r
S∗(F, 1/n)E , (4.15)

and from here we want to conclude (4.13), which is the same as

‖F − Pn‖S∗∗ ≤ C1ω
r
S∗(F, 1/n)E . (4.16)

It will be proven in Lemma 7.3 (see also [14, Proposition 9.1]) that if L > 0,
then for any function g ∈ C([0, 1]) and for any polynomial qn of a single variable
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and of degree at most n with n2 ≥ 2L, we have

‖g − qn‖[0,1] ≤ C
(

‖g − qn‖[L/n2,1] + ωr
[0,1](g, 1/n)

)

, (4.17)

where C depends only on L and r. This statement implies that a given rate of
Jackson-type polynomial approximation, say

‖g − qn‖[0,1] ≤ C0ω
r
[0,1+D/n2](g, 1/n) (4.18)

on the interval [0, 1] automatically holds on a 1+D/n2-dilation of the interval,
i.e.

‖g − qn‖[0,1+D/n2] ≤ D1C0ω
r
[0,1+D/n2](g, 1/n),

with some D1 depending on D, provided in the Jackson estimate (4.18) the
modulus of smoothness is measured on the larger interval as is indicated in
(4.18). On applying a linear transformation from [0, 1] to a segment, we get
from (4.15) that if I = [A,B] is a segment in S/64 parallel to one of the apex
edges of S and I ′ := ΦA,1+D/n2I is its dilation from A with factor 1 + D/n2,
then we have

‖F − Pn‖I′∩S∗ ≤ D1C0ω
r
S∗(f, 1/n)E , (4.19)

and here D1 depends only on D. This allows us to extend the rate of approxima-
tion on S/64 given in (4.15) to points lying outside S/64. The set S∗∗ \ (S/64)
in (4.16) consists of points lying close to S/64 (they are of distance O(1/n2)
from S/64), and we are going to use the just described extension process to
cover these points. However, in this extension we must use the directions of the
apex edges, and this creates problem, since not every point of S∗∗ is directly
reachable from S/64 using segments in the apex edge directions (for example,
the apex of S∗∗ cannot be reached). Therefore, we shall need to use repeated
extensions in different directions.

We shall use the product sets from Proposition 4.1. Let us denote S/64 by
S′ and its base by S′

0. If Q1, . . . , Qm are the vertices of S0 (the base of S), then
Q′

j = Qj/64 are the vertices of S′
0 = S0/64. Let 1 > λ > d/(d + 1) be fixed

so that λm > 1/2. With an edge e′j that connects the corresponding vertices of
S′
0 and λS′

0 consider the product set (λS′
0)× e′j (so e′j is in the direction of the

apex edge ej and its length is (1−λ)|ej |/64). This is part of S′ (see Proposition
4.1), which means that from every point A of ΦQ′

j
,λS

′
0 we can draw a segment

IA parallel with e′j to a boundary point B of S′, and the length of this segment
is ≥ |e′j | ≥ (1 − λ)|ej |/64 ≥ (1 − λ)/32 (because ej points from the origin to a
point of the hyperplane x1 = 2, so its length is at least 2). Since IA lies within
S′, we can use (4.19) and conclude that if I ′A is the dilation of IA from A by a
factor 1 +D/n2, then on I ′A ∩ S∗ we have the bound

‖F − Pn‖I′

A
∩S∗ ≤ D2C0ω

r
S∗(f, 1/n)E , (4.20)

where D2 depends only on D.
Since |e′j | ≥ (1 − λ)/32, it is immediate that all these I ′A, A ∈ ΦQ′

j
,λS

′
0

cover the translation of λS′ by the vector −(D(1 − λ)/32n2)ej/|ej | and for
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sufficiently large D (depending on λ and M), this will cover the translation of
λS′ by the vector −(Mαj/2n

2)ej from (4.14). In later steps we shall use smaller

copies (namely λkS′, k = 1, . . . ,m) of S′ instead of S′ itself, and for them the
corresponding translation vectors will be −(D(1 − λ)λk/32n2)ej/|ej |, but for
sufficiently large D (depending on λ and M), this is still at least as long as
−(Mαj/2n

2)ej from (4.14) because we selected λ so that λm ≥ 1/2.
We apply this first with j = m, and recall that we said in connection with

(4.14) that the translation S′ − (Mαm/2n2)em lies inside S∗, so (4.19) yields

‖F − Pn‖λS′−(Mαm/2n2)e
m
≤ D2C0ω

r
S∗(f, 1/n)E .

Let us denote the transformation from S′ to λS′ − (Mαj/2n
2)ej by Ψj(S

′).
What we got can be written as

‖F − Pn‖Ψm(S′) ≤ D2C0ω
r
S∗(f, 1/n)E .

Note that here Ψm(S′) is a λ-size copy of S′ with apex at −(Mαm/2n2)em.
Now apply the same procedure to Ψm(S′), but with the edge em replaced by
em−1, to conclude

‖F − Pn‖Ψm−1(Ψm(S′)) ≤ D2
2C0ω

r
S∗(f, 1/n)E ,

and here Ψm−1(Ψm(S′)) is a λ2-size copy of S′ with apex at −(Mαm/2n2)em−
(Mαm−1/2n

2)em−1. Iterate this further with the edge directions em−2, . . . , e1.
After m iterations we obtain for H = Ψ1(· · · (Ψm(S′) · · ·)

‖F − Pn‖H ≤ Dm
2 C0ω

r
S∗(f, 1/n)E , (4.21)

and here H is a λm-size copy of S′ with apex at

−(Mαm/2n2)em − (Mαm−1/2n
2)em−1 − · · · − (Mα1/2n

2)e1.

In view of (4.14) this last point is precisely the apex of S∗, so H is a homothetic
copy of S∗ of size λm/64 (recall that S′ was a 1/64 size copy of S) placed so that
its apex coincides with the apex (−M/n2, 0, . . . , 0) of S∗. Since λm ≥ 1/2, this
H then covers S∗∗ = S/128 + (−M/n2, 0, . . . , 0), hence (4.16) is a consequence
of (4.21).

In the next section we use the following modification of Proposition 4.6.

Corollary 4.7 Let E∗ be any set of directions that include the apex edge direc-
tions of S and let S ⊂ K. Then for any fixed M

EL
n (f)S+(M/n2)v ≺ ωr

K(f, 1/n)E∗ (4.22)

implies
EL

n (f)S/2 ≺ ωr
K(f, 1/n)E∗ . (4.23)

Furthermore, in this conclusion v can be any fixed vector pointing from the apex
of S to an inner point of S.
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The proof of this is the same that was given for Proposition 4.6 (just replace
in that proof S/64 by S), since in that proof we only used apex edge directions of
S and the fact that the vector v was a convex combination of the corresponding
apex edge vectors (ej in the proof of Proposition 4.6).

5 Small degrees

In this section we show that the Jackson type estimate that we are discussing on
convex polytopes holds for every fixed n ≥ rd (by a bounded linear operator),
so in the previous part of the paper we could concentrate only on large degree
polynomial approximation.

Theorem 5.1 If K is a convex polytope in Rd, then for every n ≥ rd there is
a bounded linear operator Ln : C(K) → Πd

n and a constant C independent of f
such that

‖f − Lnf‖K ≤ Cωr
K(f, 1/n). (5.1)

Here C may depend on n (and of course, on K).

Proof. Take a vertex of K and d+1 independent edge directions e1, . . . , ed+1

at this vertex. With these directions form a parallelepiped H ⊂ K as its edge
directions inside K. We may assume that the origin is in the interior of H, and
let θK be a dilation of K from the origin with some small dilation factor θ such
that θK lies in the interior of H.

The claim is true on parallelepipeds, see [6, Theorem 12.1.1] (there the degree
of a polynomial was the maximal degree in each variables, and the result was
for all polynomials with that degree ≥ r; but now we use total degree, so we
can claim the result for parallelepipeds for polynomials of total degree ≥ rd).
Thus, we have for some Ln

‖f − Lnf‖H ≤ C0ω
r
H(f, 1/n) ≤ C0ω

r
K(f, 1/n),

hence
‖f − Lnf‖θK ≤ C0ω

r
K(f, 1/n), (5.2)

is even more true. Thus, all we need to show is that (5.1) is a consequence of
(5.2).

For simpler notations we write K instead of θK and (1/θ)K instead of K,
and what we are going to prove is that if Pn is any polynomial of the fixed
degree n and

‖f − Pn‖K ≤ C0ω
r
K/θ(f, 1/n), (5.3)

then
‖f − Pn‖K/θ ≤ C1ω

r
K/θ(f, 1/n). (5.4)

To this end it is sufficient to show that there is a 1 < λ0 < 1/θ depending on
K such that for every 1 ≤ λ ≤ λ0

‖f − Pn‖K ≤ C0ω
r
λK(f, 1/n) (5.5)
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implies
‖f − Pn‖λK ≤ C2ω

r
λK(f, 1/n). (5.6)

Indeed, then choose such a λ with λk = 1/θ with some k, and iterate (5.5)
⇒ (5.6) k-times (with K replaced by λlK, l = 0, 1, . . . , k − 1, successively) to
obtain (5.4). (The iteration is legitimate because any λlK is a homothetic copy
of K and ωλlK(f, 1/n) ≤ ωK/θ(f, 1/n) for l ≤ k).

For the implication (5.5) ⇒ (5.6) we have done most of the work in the proof
of Proposition 4.6. Let S be a small pyramid with apex at a point Q such that
the apex edge directions of S are among the edge directions of K, and let Sη be

the η-dilation of S from its apex. Let also S̃6/7 be a translation of S6/7 so that
it lies in the interior of S. In the proof of Proposition 4.6 and Corollary 4.7 we
verified that if K̃ is a polytope such that S ⊂ K̃ and the apex edge directions
of S are among the edge directions of K̃, then

‖f − Pn‖S̃6/7
≤ C0ω

r
K̃
(f, 1/n) (5.7)

implies
‖f − Pn‖S3/7

≤ C1ω
r
K̃
(f, 1/n) (5.8)

with some C1 that depends on C0 and n. In fact, in that proof we worked with
translations of size 1+D/n2, but if n is fixed, then this can be of any size if D is
sufficiently large. So Proposition 4.6 and its proof gives, indeed, the implication
(5.7) ⇒ (5.8).

Take now an η-pyramidal covering of K (with some small but fixed η) as
in Section 3. Recall that this was a covering by some pyramids Kη/2,s, where
Kη/2,s is a 1/2-scaled version of a larger pyramid Kη,s (still lying in K) scaled
from its apex. Fix for each Kη,s a vector us from its apex pointing to an inner
point of Kη,s. Let λ > 1. Then {λKη/2,s} is an η-pyramidal covering of λK,
and from the construction of η-pyramidal covering in Section 3 it follows that
if λ > 1 is sufficiently close to 1, then each λKη/2,s + us lies in K. Imagine now

that the above S̃6/7 is one of these λKη,s + us and S3/7 is precisely λKη/2,s.

(5.7) for K̃ = λK is then a consequence of (5.5), and in the conclusion (5.8) the
right hand side is at most as large as C1ω

r
K̃
(f, 1/n) = C1ω

r
λK(f, 1/n), so

‖f − Pn‖λKη/2,s
≤ C1ω

r
λK(f, 1/n) (5.9)

follows. Since the sets λKη/2,s for all s cover λK, we obtain (5.6).
This completes the proof of the implication (5.5) ⇒ (5.6) for all λ > 1 lying

sufficiently close to 1, and that finishes the proof of Theorem 5.1.
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Part II

Approximation on algebraic

domains

In the second part of this paper we shall deal with domains with smooth (ac-
tually algebraic) boundary — see Definition 6.3 for the precise concept. So far
in the literature the rate of approximation has been characterized in details via
appropriate moduli of smoothness only on balls, see [3] and [4] by F. Dai and Y.
Xu. Balls exhibit a large degree of symmetry, and in this paper we shall break
this symmetry, and prove the characterization for a large family of domains.

6 Domains and moduli of smoothness

In this section we shall be primarily concerned how to define appropriate moduli
of continuity/smoothness on smooth domains and how the geometry influences
the construction.

6.1 Domains in R2

We start with two-dimensional domains. Let G ⊂ R2 be the closure of a
bounded, finitely connected domain (connected open set) with C2 boundary
Γ. For simpler discussion we shall sometimes identify R2 with the complex
plane. Since Γ is C2 smooth, there is an r0 such that a circle of radius 8r0 can
be drawn (from the inside) to every point of Γ which stays inside G together
with its interior.

The modulus of smoothness on a circle Cρ(z0) ⊂ G about a center z0 and of
radius ρ is defined as in classical trigonometric approximation theory, namely

ω1
Cρ(z0)

(f, δ) := sup
θ≤δ, ϕ

|f(z0 + ρei(ϕ+θ/2))− f(z0 + ρeiϕ−θ/2)| (6.1)

(here and in what follows in such expressions, θ ≤ δ means that 0 ≤ θ ≤ δ), and
the higher order moduli of smoothness as

ωr
Cρ(z0)

(f, δ) := sup
θ≤δ, ϕ

|∆r
θf(z0 + ρei(ϕ+·))| (6.2)

= sup
θ≤δ, ϕ

∣

∣

∣

∣

∣

∣

r
∑

j=0

(−1)j
(

r

j

)

f
(

z0 + ρei(ϕ+(r/2−j)θ)
)

∣

∣

∣

∣

∣

∣

.

If I = AB ⊂ G is a segment, then the modulus of smoothness is defined on I
as in (1.6):

ωr
I (f, δ) = sup

h≤δ, z∈I
‖∆r

hd̃I(e,z)e
f(z)|
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= sup
h≤δ, z∈I

∣

∣

∣

∣

∣

∣

r
∑

j=0

(−1)j
(

r

j

)

f
(

z + (r/2− j)hd̃I(e, z)
)

∣

∣

∣

∣

∣

∣

, (6.3)

where e is the direction of I = AB and d̃I(e, z) =
√

|z −A||z −B|. Recall the
usual convention that here ∆r

hd̃I(e,z)e
f(z) is defined to be 0 if either of the points

z ± (r/2)hd̃I(e, z) does not belong to I. Finally, we set

ωr(f, δ)G = max

(

sup
Cρ(z0)

ωr
Cρ(z0)

(f, δ), sup
I

ωr
I (f, δ)

)

, (6.4)

where the suprema are taken for all circles Cρ(z0) that lie in G, and for all
horizontal or vertical segments I ⊂ G.

We shall not deal with the various properties of these moduli, but we shall
frequently use that

ωr(f, λδ)G ≤ Cλrωr(f, δ)G, λ ≥ 1.

Indeed, this inequality is well known (see [5, Chapter 2, (7.8)] and [6, Theorem
4.1.2]) for both ωr

I and ωr
Cρ(z0)

, from which the claim follows.

We shall also often use that if G1 ⊂ G, then ωr(f, δ)G1
≤ ωr(f, δ)G, which

is clear from the definition.

Remark 6.1 1. One could request the second supremum in (6.4) only for
(horizontal or vertical) maximal segments I that are contained in G, the value
of ωr(f, δ)G would not change.

2. In (6.4) the supremum is take for all circles Cρ(z0) that lie in G. For first
order, i.e. for modulus of continuity, it would be sufficient to take the supremum
in (6.4) only for circles Cρ of the fixed radius ρ = r0, but it is not clear if that
is sufficient when proving Jackson type theorems via higher order moduli. A
careful examination of the proof of Theorem 6.5 below shows, however, that in
the case of r-th order modulus of smoothness there is a ρ0 ≤ r0 such that it
is sufficient to take the supremum in (6.4) only for circles Cρ lying in G with
ρ0/2 ≤ ρ ≤ ρ0.

3. The way they were defined, the moduli of continuity/smoothness in (6.4)
depend on the position of G in the coordinate system (since horizontal/vertical
segments are used in them). If the second supremum in (6.4) is taken for all
segments in G, then the so obtained (larger) moduli would already be isometry
invariant, and everything in what follows would work for these modified moduli
exactly as for the ωr(f, δ)G.

4. On domains inR2 for a different modulus of smoothness based on averages
see the paper [8] by K. G. Ivanov. With that modulus the correct order Jackson
theorem was announced in [8] for domains with piecewise C2 boundary, as well
a corresponding weak converse in some special cases. One should also mention
the works [7] and [9] that contain the first results on approximation on domains
by polynomials in several variables.
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6.2 Domains in Rd

Now let G ⊂ Rd be the closure of a bounded, finitely connected domain (in short
“closed domain”) with C2 boundary Γ. Since the boundary Γ is C2 smooth,
there is an r0 such that a (d − 1)-dimensional sphere of radius 4dr0 can be
drawn (from the inside) to every point of Γ which stays inside G together with
its interior.

We say that a circle Cρ is parallel with a coordinate plane if its plane is
parallel with one of the planes spanned by two of the coordinate axes. The
modulus of smoothness on such a circle Cρ ⊂ G is defined as before in (6.2),
and the modulus of continuity on a segment I ⊂ G as in (6.3). Finally let

ωr(f, δ)G = max

(

sup
Cρ

ωr
Cρ

(f, δ), sup
I

ωr
I (f, δ)

)

,

where the suprema are taken for all circles Cρ ⊂ G (of arbitrary radius ρ > 0)
which are parallel with a coordinate plane and for all segments I ⊂ G that are
parallel with one of the coordinate axes.

Remark 6.2 Saying that Cρ is parallel with a coordinate plane and using the
modulus of smoothness on Cρ is pretty much the same as using the so called
Euler angles as in [3], [4], so our ωr(f, δ)G is close to the moduli of smoothness
used on the unit ball in Rd in those works.

We shall work with domains in Rd bounded by algebraic surfaces. So let
Γ1, . . . ,Γk be the connected components of Γ = ∂G, and we assume that there
are polynomials Φj(x1, . . . , xd) of d variables such that Γj is part of the surface
Φj(x1, . . . , xd) = 0. We shall also assume that on Γj the gradient ∇Φj does not
vanish. Then this gradient is a normal to Γj .

Definition 6.3 We say that G is an algebraic domain if all these properties are
satisfied.

Examples include balls, domains enclosed by thori, etc., but there are many
more exotic examples like the one4 in Figure 5. Note also that if G is as ex-
plained and we remove from the interior of G disjoint simply connected domains
G1, . . . , Gk satisfying similar conditions, then G \ (Int(G1) ∪ · · · ∪ Int(Gk)) also
satisfies the conditions set forth.

Remark 6.4 We emphasized that we do not assume that Γj is the whole surface
Φj(x1, . . . , xd) = 0, it can be just as well one of its components.

6.3 The Jackson theorem and its converse

Let G be a closed domain as described before and let

En(f)G = inf
Pn∈Πd

n

‖f − Pn‖G

4Courtesy of János Karsai, who used Mathematica 11.3 to create the figure
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Figure 5: The domain enclosed by the so called Banchoff surface x2(3−4x2)2+
y2(3− 4y2)2 + z2(3− 4z2)2 = 3/2

be the error of best polynomial approximation to f ∈ C(G) by polynomials of
d-variables of total degree at most n. We have the following Jackson theorem5

Theorem 6.5 If G is a (closed) algebraic domain, then for r = 1, 2, . . .

En(f)G ≤ Cωr(f, 1/n)G, n ≥ rd, (6.5)

with a constant C independent of f and n.

The standard weak converse is true:

Theorem 6.6 With the assumptions of Theorem 6.5

ωr(f, 1/n)G ≤ C

nr

n
∑

k=0

(k + 1)r−1Ek(f)G, (6.6)

with a constant C independent of n ≥ rd.

Since the restriction of a polynomial Pn(x1, . . . , xd) to any line segment is
an algebraic polynomial of a single variable, and its restriction to any circle Cρ,
say to Cρ(z0) = {(x, y, ζ2, . . . , ζd)}, z0 = (x0, y0, ζ2, . . . , ζd), x = x0+ρ cos θ, y =
y0+ρ sin θ, x3 = ζ3, . . . , xd = ζd, is a trigonometric polynomial of degree at most
n in θ, the inequality (6.6) is an immediate consequence of the corresponding
inequalities on [−1, 1] and on the unit circle (see [6, 7.2.4] and [5, Theorem
7.3.1]) if we take into account the definition of the modulus of smoothness ωr

G.
Therefore, in what follows we shall only concentrate on (6.5).

We also state

5See also the note at the end of the paper
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Corollary 6.7 Let 0 < α. If f ∈ C(G) can be approximated with error ≤ 1/nα

by algebraic polynomials of degree at most n on every segment of G parallel to
one of the coordinate axes, and on every circle lying in G parallel with one of
the coordinate planes, then f , on the whole of G, can be approximated with error
≤ C/nα by polynomials of d-variables of degree at most n.

This corollary says that in certain cases d-variable polynomial approximation
can be reduced to ordinary one-variable trigonometric and algebraic approxi-
mation.

The major steps in the proof of Theorem 6.5 are as follows. First of all,
in the next section it is shown that all difficulties arise around the boundary
of the domain: we shall decompose a relative neighborhood of this boundary
into small pieces, and if approximation can be done in the correct order on
the individual pieces, then the global result follows. The different pieces can
be handled the same way, so the problem will be to prove the correct rate
of approximation on a small part around the boundary. This small part is
the image of a cube under a polynomial mapping, and the problem will be
transformed into a corresponding approximation problem on the cube. The
case of a cube is well-known and classical, however, the transformation used is
not linear, and a major effort will be to establish how the moduli of smoothness
change under the given transformation. This is a highly non-trivial problem
(to be done in Sections 8 and 10) because the distance from the boundary
plays an important role in the definition of the moduli of smoothness. The
r = 1 case shows all the difficulties coming from the geometry and of the just
mentioned transformation, and this case will be dealt with separately in Section
8. The general r > 1 case will involve estimates for derivatives of composed
functions (detailed in Section 10), as well as the special case when the domain
is a disk (detailed in Section 9). This approach gives the required estimate
for the moduli of smoothness of the transformed function on the whole domain
except for points that lie too close to the boundary (closer than C/n2 for n-th
degree approximation). Finally, Section 11 establishes that that is sufficient to
have the same estimate on the whole domain, and that section contains also the
completion of the proof.

7 Reduction to approximation close to the bound-

ary

In this section we start the proof of Theorem 6.5. We show that if we can
prove a Jackson-type bound on suitable sets attached to the boundary (with
the modulus of smoothness on the whole domain), then Theorem 6.5 follows.

The Jackson-type estimate (6.5) can be proven for each fixed n by a constant
that may depend on n (we do not give details, they are similar — actually
simpler — to what was used in Section 5), so in what follows we may concentrate
only on approximation for large n.
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Let e1, . . . , ed be the unit vectors in Rd pointing to the positive directions of
the corresponding coordinate axis. If P is a point on Γ and nP is the unit inner
normal to Γ at P , then there is a j for which the dot product |nP ·ej | is maximal.

Then we must have |nP · ej | ≥ 1/
√
d (the square of the left hand sides for all j

sums up to 1), and for all other k the inequality |nP ·ek| ≤ 1/
√
2 is a consequence

of the definition of ej . Then there is a small neighborhood of P such that for all

Q ∈ Γ in that neighborhood we have |nQ · ej | ≥ 1/2
√
d, and for all other k the

inequality |nQ · ek| ≤ 3/4 is true, and call the part of Γ (more precisely the part
of the connected component of Γ that contains P ) that lies in that neighborhood
an xj-surface. Since xj-surfaces for different j can be similarly handled, in what
follows we shall assume that j = d, and that close to P the domain G lies above
Γ (in the direction of the xd-axis). Around P the boundary Γ is part of a level
surface Φs = 0, hence the normal vector to Γ is just the normalized gradient
(or its negative) ∇Φs. Therefore, |∂Φs/∂xd| ≥ c/2

√
d in the neighborhood in

question with some c > 0. Thus, by the implicit function theorem, there is a
cube IP ⊂ Rd−1 such that in a neighborhood of P the boundary Γ is given by
the graph of a function FP (x1, . . . , xd−1), (x1, . . . , xd−1) ∈ IP . Call this graph
ΓP — it is part of Γ. By shrinking IP if necessary, we may assume that P
is the image of the center of IP under the mapping FP . Since we are dealing
with algebraic domains with nonzero gradient of the functions that define the
boundary, it is easy to see that this IP can be chosen so that its diameter is
bigger than a positive number independent of P : diam(IP ) ≥ δ0 > 0.

Consider the set

GP = {(x1, . . . , xd) (x1, . . . , xd−1) ∈ IP ,

xd ∈ [FP (x1, . . . , xd−1), FP (x1, . . . , xd−1) + r0]} (7.1)

(recall the definition of r0 from Section 6), i.e. we place a segment of length
r0 parallel with the xd-axis “above” every point Q ∈ ΓP , see Figure 6. For a
Q ∈ ΓP let SQ be the sphere of radius 4dr0 which lies on the side of ΓP as G (in
a small neighborhood of ΓP ) and touches Γ at the point Q (i.e. SQ goes through
Q and at Q it has the same tangent hyperplane as Γ). Using the fact that SQ lies
inside G together with its interior (this follows from the definition of r0), we can
conclude that GP is a subset of G. Indeed, the condition |nQ ·ed| ≥ 1/2

√
d is the

same as saying that the projection of the segment in between Q and the center
of SQ onto the line through Q in the ed direction is at least 4dr0/2

√
d > 2r0, so

the ed directional segment of length r0 placed to Q lies inside the sphere SQ.
We claim that f can be approximated on GP in the order ωr(f, 1/n)G by

polynomials of d variables of degree at most n, i.e.

En(f)GP
≤ Cωr(f, 1/n)G. (7.2)

This is the hard part of the proof, and in this section we only show how the
proof of Theorem 6.5 can be completed from (7.2).

Let I∗P be the dilation of IP from its center by a factor 1/2, and let Γ∗
P be

graph of the function Γ(x1, . . . , xd−1) over I
∗
P . Then Γ∗

P is part of ΓP .. Over Γ∗
P
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Figure 6: The domains G, GP and G∗
P

form the corresponding set G∗
P , with the difference that now use ed-directional

segments over the points of Γ∗
P of length r0/2 (see Figure 6). Then GP contains

a relative neighborhood of G∗
P with respect to G. Since diam(I∗P ) ≥ δ0/2 and

the functions FP are uniformly C2 (actually, C∞) smooth, there is a δ1 > 0
independent of P ∈ Γ such that G∗

P covers the relative δ1-neighborhood of P
(relative with respect to G), i.e. Bδ1(P ) ∩G ⊆ G∗

P , where Bδ(P ) is the ball of
radius δ about P . Let {Pi}ki=1 ⊂ Γ be a finite set such that every point of Γ
is of distance ≤ δ1/4 from some Pi. It is clear that ∪Γ∗

Pi
covers Γ, furthermore

∪iBδ1(Pi), and hence also ∪iG
∗
Pi
, covers the (open) δ1/2-neighborhood O of Γ.

Cover the rest of G by the interiors of finitely many d-dimensional closed cubes
U∗
i , 1 ≤ i ≤ l, so that if Ui is the dilation of U∗

i from its center by some factor
(1 + θ) with some small θ > 0, then even Ui lies in G. We can choose these Ui

so that their edges are parallel with the coordinate axes. On each Ui we have
the analogue of (7.2):

En(f)Ui
≤ Cωr(f, 1/n)G. (7.3)

Indeed, this follows from [6, Theorem 12.1.1] (or from Theorem 1.1 in the first
part of this paper) and from how ωr(f, 1/n)G has been defined. Since the
interiors of G∗

Pi
, i = 1, 2, . . . , k and of U∗

i , i = 1, 2, . . . , l cover the interior of
G, we can invoke Lemma 3.9 and conclude that from (possibly repeated) copies
of the U∗

i and from (possibly repeated) copies of the sets G∗
Pi

we can form a
sequence of sets K∗

s , 1 ≤ s ≤ T , and the corresponding sequence of sets Ks

(which is Uj if K∗
s = U∗

j and it is GPj
if K∗

s = G∗
Pj
) that satisfy

(i) each Ks is contained in G,

(ii) G = ∪T
s=1K

∗
s ,

(iii) the intersection of the interiors of K∗
s and K∗

s+1 is non-empty for all s =
1, . . . , T − 1,

(iv) for some ε > 0 we have (K∗
s )

ε ∩ G ⊂ Ks, where (K∗
s )

ε is the closed ε-
neighborhood of K∗

s .
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Note that (iv) is the consequence of (i) and the fact that each Ks contains a
(relative to G) neighborhood of K∗

s .
This is now the analogue of the η-pyramid covering from Proposition 3.8,

and note that on each Ks we have

En(f)Ks
≤ Cωr(f, 1/n)G (7.4)

by (7.2)–(7.3). So we can combine local approximants as in Section 3, and to
that we shall only need the following analogue of Lemma 3.4.

Lemma 7.1 Let S∗ be one of the sets K∗
s and S the corresponding set Ks, and

let H ⊂ G be a closed set such that for some δ > 0 the intersection S∗ ∩ H
contains a ball of radius δ. Then for every l0 there is an l such that

El0n(f)S ≺ ωr(f, 1/n)G, El0n(f)H ≺ ωr(f, 1/n)G, f ∈ C(G) (7.5)

imply
Eln(f)S∗∪H ≺ ωr(f, 1/n)G, f ∈ C(G). (7.6)

If we repeatedly apply this with H = ∪s−1
j=1K

∗
j and S∗ = K∗

s , S = Ks, then
for s = T we can conclude from (7.6) the Jackson estimate (6.5) for large n.

Proof of Lemma 7.1. We may assume that G lies in the unit ball B1(0) of
Rd, and follow the proof of Lemma 3.4. It is clear that all we need to prove is
the following variant of Lemma 3.2.

Lemma 7.2 Let S∗ be one of the K∗
s and S the corresponding set Ks. There

is a constant k = k(S) such that for every n ≥ 1 there are polynomials Rkn of
degree at most kn for which

a) 0 ≤ Rkn(x) ≤ 1 for x ∈ B1(0),

b) 1−Rkn(x) ≤ 2−n for x ∈ S∗,

c) Rkn(x) ≤ 2−n for x ∈ G \ S.

Proof. If Ks is a cube Ui, then this follows from Lemma 3.2, so let Ks be one
of the sets GPj

, say GP .
Cover S∗ = G∗

P by cuboids V ∗
1 , . . . , V

∗
m as depicted in Figure 7 so that for

some ε > 0 it is true that if Vj is the (1 + ε)-enlarged copy of V ∗
j enlarged from

its center, then Vj also lies in B1(0) and Vj ∩G lies in GP . By Lemma 3.2 for
some l and all n ≥ 1 there are polynomials rln,j of degree at most ≤ ln that
satisfy

1) 0 ≤ rln,j(x) ≤ 1 for x ∈ B1(0),

2) 1− rln,j(x) ≤ 3−n for x ∈ V ∗
j ,

3) rln,j(x) ≤ 3−n for x ∈ B1(0) \ Vj .
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Figure 7: The sets V ∗
j

With P0 ≡ 0, for j = 1, . . . ,m set Pj(x) = Pj−1(x)(1 − rln,j(x)) + rln,j(x).
These are polynomials of degree at most kn with k = lm, and induction on j
gives that

A) 0 ≤ Pj(x) ≤ 1 for x ∈ B1(0),

B) 1− Pj(x) ≤ 3−n for x ∈ ∪j
s=1V

∗
s ,

C) Pj(x) ≤ j3−n for x ∈ B1(0) \ ∪j
s=1Vs.

On applying this for j = m we obtain a)–c) for all sufficiently large n for the
polynomials Rkn(x) := Pm(x) .

In some cases we cannot directly do the approximation up to the boundary,
just if we stay off it at least L/n2 distance (for n-th degree approximation).
However, in such situations the missing range (closer than L/n2 to the bound-
ary) is automatically covered by the same approximants. This will follow from
the next lemma.

Lemma 7.3 Let g ∈ C[0, 1] and let L > 1 be fixed. Then for any polynomial
qn of a single variable and of degree at most n with n2 ≥ 2L, we have

‖g − qn‖[0,1] ≤ C
(

‖g − qn‖[L/n2,1] + ωr
[0,1](g, 1/n)

)

, (7.7)

where C depends only on L and r.

Remark 7.4 The lemma implies for any fixed 0 < a ≤ 1/2 and for all qn of
degree at most n the inequality

‖g − qn‖[0,1] ≤ C
(

‖g − qn‖[a,1] + ωr
[0,1](g, 1/n)

)

, (7.8)

with a C that depends on a and n. By iteration we obtain from here (7.8) for
all 0 < a < 1.
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Lemma 7.3 is Proposition 9.1 in [14], but since it plays a vital role in some
of our reasonings, we give a new proof for it.

Proof. For all Lr/2n2 ≤ x ≤ 1 − Lr/2n2 the r-th difference ∆r
L/n2g(x) is

defined and

|∆r
L/n2g(x)| ≤ ωr

[0,1](g,
√
4L/n) ≤ Cωr

[0,1](g, 1/n)

(note that on the right we have the ϕ-modulus of smoothness) since L/n2 ≤√
4L
√

x(1− x)/n. Thus, for 2Lr/n2 ≤ x ≤ 1− 2Lr/n2 we have

|∆r
L/n2qn(x)| ≤ |∆r

L/n2(qn − g)(x)|+ |∆r
L/n2g(x)|

≤ 2r‖g − qn‖[L/n2,1] + Cωr
[0,1](g, 1/n) =: M, (7.9)

so the norm of the left hand side over [2Lr/n2, 1 − 2Lr/n2] is bounded by the
right hand side, i.e. by M . But ∆r

L/n2qn(x) is a polynomial of degree at most

n, so it follows from Remez’ inequality [11] ([1]) that then

‖∆r
L/n2qn‖[0,1] ≤ C1M

is also true with some C1 ≥ 1 that depends only on L, and so for Lr/2n2 ≤ x ≤
1/2 we obtain

|∆r
L/n2(g − qn)(x)| ≤ 2C1M.

But

∆r
L/n2(g − qn)(x) = (−1)r(g(x− Lr/2n2)− qn(x− Lr/2n2))

+
r−1
∑

j=0

(−1)j
(

r

j

)

(g(x− L(r/2− j)/n2)− qn(x− L(r/2− j)/n2)),

and since all arguments x−L(r/2− j)/n2, j = 0, 1, . . . , r−1, in the sum belong
to [L/n2, 1], we can conclude (see also the definition of M in (7.9))

|g(x− Lr/2n2)− qn(x− Lr/2n2)| ≤ 2C1M +M,

which completes the proof, since x − Lr/2n2 can be any point in [0, L/n2] by
appropriately selecting x ∈ [Lr/2n2, 1/2].

Thus, Theorem 6.5 follows if we can prove (7.2). Our approach will be to
map GP into a cube, approximate on that cube (this was done already in 1987
in [6]) by some polynomials Qn(x1, . . . , xd−1, u), and then go back to GP via
the mapping

(x1, . . . , xd−1, u) → (x1, . . . , xd−1,Φ(x1, . . . , xd)).
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Since Φ is a polynomial, this latter mapping will result in a polynomial approx-
imant on the original GP .

Before turning to details in connection with (7.2), we would like to make
one more remark which simplifies things later. First of all, without loss of
generality we may assume that the cube IP in the construction of ΓP is [0, 1]d−1

(this can always be achieved by rescaling). We have defined GP by attaching
an ed directional segment of fixed length r0 to any point of ΓP , but it is clear
that the only thing we need of GP is that it covers a neighborhood (relative to
G) of Γ∗

P . So instead of fixed length segments we can define GP by attaching
an ed directional segment to any Q ∈ ΓP of some positive length lQ ≤ r0, where
lQ is a continuous function of Q. This modified GP can serve the same purpose
as the originally defined GP , in particular, it will be enough to prove (7.2) for
any such domain GP .

It will be convenient to select this GP as follows. Let Φ be the polynomial
that describes the boundary Γ around P ∈ Γ via Φ(x1, . . . , xd) = 0. We have
assumed that in a neighborhood of P , the domain G lies “above” Γ in the sense
that if (x1, . . . , xd−1, xd) ∈ ΓP , then for small ε > 0 the point (x1, . . . , xd−1, xd+
ε) belongs to G (and then (x1, . . . , xd−1, xd−ε) does not belong to G). We have
also seen that ∂Φ/∂xd 6= 0 on ΓP , and we may assume that ∂Φ/∂xd > 0
(otherwise replace Φ by its negative). Then in a neighborhood of P the domain
G is given by the inequality Φ ≥ 0, so for small δ > 0 all the points (x1, . . . , xd)
with 0 ≤ x1, . . . , xd−1 ≤ 1 and 0 ≤ Φ(x1, . . . , xd) ≤ δ belong to G, and we
choose GP as the set of all these points:

GP = {(x1, . . . , xd) (x1, . . . , xd−1) ∈ [0, 1]d−1, 0 ≤ Φ(x1, . . . , xd) ≤ δ}. (7.10)

This choice works just as well as the original one in (7.1), and actually in it
δ > 0 can be as small as we wish.

8 The r = 1 case

In this section we prove (7.2) in the special case r = 1. Although later we shall
give the proof for higher order moduli of smoothness, we feel it is instructive to
separately give the proof for this simplest case because in that proof we may
concentrate on the geometry involved in the problem, and the r = 1 case holds
all the necessary geometric reasoning without the technical details needed for
higher order moduli. Later we will not repeat this geometric part in the more
technical proof involving higher order smoothness.

So let G0 be the part of G which contains the points (x1, . . . , xd) with
(x1, . . . , xd−1) ∈ [0, 1]d−1 and 0 ≤ Φ(x1, . . . , xd) ≤ δ (with the polynomial Φ
that defines the boundary Γ) for some δ. By replacing Φ by Φ/δ we may as-
sume δ = 1. As we have seen, in this domain ∂Φ/∂xd > 0, and we have the
natural mapping X = (x1, . . . , xd) → Y = (x1, . . . , xd−1, u) from G0 onto [0, 1]d

where u = Φ(x1, . . . , xd). We can go from Y to X by setting xd = χx1,...,xd−1
(u)

for which
Φ(x1, . . . , xd−1, χx1,...,xd−1

(u)) = u. (8.1)

38



Clearly (use the inverse function theorem), this χ is real analytic in x1, . . . , xd−1, u
with strictly positive derivative for u ∈ [0, 1]. In fact, the assumed prop-
erties of Φ and the inverse function theorem imply positive upper and lower
bounds for the derivative ∂χx1,...,xd−1

(u)/∂u of χx1,...,xd−1
that are independent

of x1, . . . , xd−1. Another way to see that is to differentiate the equation (8.1)
with respect to u.

If for fixed ζ1, . . . , ζd−1 we denote ℓζ1,...,ζd−1
the line {x1 = ζ1, . . . , xd−1 =

ζd−1} in the xd-direction, then the mapping Y → X maps the segment

Jζ1,...,ζd−1
= [0, 1]d ∩ ℓζ1,...,ζd−1

onto the segment
Iζ1,...,ζd−1

= G0 ∩ ℓζ1,...,ζd−1
.

We also set F (Y ) = f(X), so F is defined on [0, 1]d. On Jζ1,...,ζd−1
we have

F (ζ1, . . . , ζd−1, u) = f(ζ1, . . . , ζd−1, χζ1,...,ζd−1
(u)),

i.e.
F (x1, . . . , xd−1,Φ(x1, . . . , xd)) = f(x1, . . . , xd),

so we obtain from the from the aforementioned properties of χζ1,...,ζd−1
that

ω1
Jζ1,...,ζd−1

(F, δ) ∼ ω1
Iζ1,...,ζd−1

(f, δ)

uniformly in (ζ1, . . . , ζd−1) ∈ [0, 1]d−1, i.e., the u-directional modulus of conti-
nuity of F is bounded by the xd-directional modulus of continuity of f . We
emphasize that this is no longer true for higher order moduli of smoothness, for
a nonlinear substitution does not preserve the size of those moduli (for example,
the second order modulus of smoothness of g(t) = t is identically 0, but if we
make any nonlinear substitution into g then the second order modulus will not
be 0).

Consider now another coordinate direction, say the x1-directional modulus
of continuity of F . Note that the mapping Y → X does not change the 2nd,
3rd,. . . (d−1)st coordinates of a point. For fixed ζ2, . . . , ζd−1, ζ ∈ [0, 1] the image
of the segment {(x, ζ2, . . . , ζd−1, ζ) x ∈ [0, 1]} under the mapping Y → X is the
intersection of G0 with the polynomial curve

γζ2,...,ζd−1,ζ := {(x1, xd) Φ(x1, ζ2, . . . , ζd−1, xd) = ζ}

in the plane {x2 = ζ2, . . . , xd−1 = ζd−1}, and the mapping in between them
is given by x → (x, ζ1, . . . , ζd−1, χx,ζ1,...,ζd−1

(ζ)). There is a c0 > 0 such that
the distance from γζ2,...,ζd−1,ζ ∩ G0 to the boundary Γ of G is ≥ c0ζ (because
∂Φ/∂xd > 0). Since Y → X is a Lipshitz map, it follows that if Y1, Y2 are two
points of distance ≤ 1/n apart on the segment {(x, ζ2, . . . , ζd−1, ζ) x ∈ [0, 1]}
and X1, X2 correspond to them under the mapping Y → X, then X1, X2 are of
distance ≤ D/n, and if ζ ≥ L/n2, then their distance from the boundary of G is
≥ c0L/n

2. Let r0 be the radius from the beginning of Section 6 and Cr0 the circle
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Figure 8: The points X1, X2 on the curve γ = γζ2,...,ζd−1,ζ and the circle Cr0

through them

in the plane {x2 = ζ2, . . . , xd−1 = ζd−1} of radius r0 which passes through X1

and X2 and which has its center above the curve γζ2,...,ζd−1,ζ in that plane. We
claim that for sufficiently large L the circle Cr0 lies inside G. Indeed, if σX1,X2

is its shorter arc in between X1 and X2, then σX1,X2
is of distance ≤ D1/n

2

— with some constant D1 independent of n and ζ2, . . . , ζd−1, ζ — from the arc
of γζ2,...,ζd−1,ζ lying in between X1 and X2. On the other hand, this latter arc
lies of distance ≥ c0L/n

2 from the boundary, so for large L the arc σX1,X2
lies

inside G, see Figure 8. Furthermore, for large n the other (longer) arc of Cr0

in between X1 and X2 lies inside G by the definition of r0 from Section 6, and
these prove that Cr0 lies, indeed, inside G.

Thus, by the definition of ω1(f, δ)G, we have

|F (Y1)− F (Y2)| = |f(X1)− f(X2)| ≤ ω1
Cr0

(f,D2/n) ≺ ω1(f, 1/n)G.

This can be done with the other, x2, . . . , xd−1 directions, as well, and it fol-
lows that ω1

[0,1]d−1×[L/n2,1](F, 1/n){ej}d
j=1

, the directional modulus of continuity

of F on [0, 1]d−1 × [L/n2, 1] in the coordinate directions, is bounded by an ab-
solute constant times ω1(f, 1/n)G. Now we can invoke [6, Theorem 12.1.1] for
the rectangular parallelepiped [0, 1]d−1× [L/n2, 1], according to which there are
polynomials Qn(x1, . . . , xd−1, u) of degree at most n such that

‖F −Qn‖[0,1]d−1×[L/n2,1] ≤ Cω1
[0,1]d−1×[L/n2,1](F, 1/n){ej}d

j=1
≤ Cω1(f, 1/n)G.

On substituting here u = Φ(x1, . . . , xd) we obtain

|f(x1, . . . , xd)−Qn(x1, . . . , xd−1,Φ(x1, . . . , xd))| ≤ Cω1(f, 1/n)G (8.2)

on the part of G0 which satisfies Φ(x1, . . . , xd) ≥ L/n2. Here the function
Qn(x1, . . . , xd−1,Φ(x1, . . . , xd)) is a polynomial of degree ≤ n·deg(Φ). On every
xd-directional segment I = Iζ1,...,ζd−1

⊂ G0 we have u = Φ(x1, . . . , xd) ≥ L/n2

for all points but those lying on a segment of the “lower” part of I (in the xd

direction) of length ≤ C0L/n
2 (with some C0 independent of L and n), so (8.2)

is true for all such points, and from that we can conclude from Lemma 7.3 that
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(8.2) pertains to hold on the whole of G0. This proves (7.2) in the special case
when r = 1.

9 Approximation on disks

In this section we consider the special case when G is the disk

G := {(x1, x2) R2
0 − (x1 − 1/2)2 − x2

2 ≥ 0},

i.e., d = 2 and Φ(x1, x2) = R2
0 − (x1 − 1/2)2 −x2

2, and prove Theorem 6.5, more
precisely (7.2), in this case.

This section is devoted solely to disks. This special domain will be used in
an essential way when proving the general case. Furthermore, several estimates
on the moduli of smoothness of transformed functions that we do in this section
work also for general domains and they will not be repeated (just mentioned
with reference to this section) in final part of the proof.

A typical boundary domain from Section 7 for this G is

{(x1, x2) a ≤ x1 ≤ b, R2
0 − δ ≤ (x1 − 1/2)2 + x2

2 ≤ R2
0, x2 ≤ 0}

with some 1/2 − R0 < a < b < 1/2 + R0 and small δ > 0, and it is sufficient
to show the possibility of Jackson type approximation on such a domain. For
simplicity we set [a, b] = [0, 1] and δ = 1 (the reasoning in the general case
would be the same), and again for convenience we assume R0 ≥ 1. So let

G0 := {(x1, x2) 0 ≤ x1 ≤ 1, R2
0 − 1 ≤ (x1 − 1/2)2 + x2

2 ≤ R2
0, x2 ≤ 0},

see Figure 9.
Under the mapping X → Y , (x1, x2) → (x1, u), u = R2

0 − (x1 − 1/2)2 − x2
2,

discussed in Section 8 this G0 is mapped into [0, 1]2, and if we set F (Y ) = f(X),
then we are going to show that

ωr
[0,1]2(F, 1/n){ej}2

j=1
≺ ωr(f, 1/n)G. (9.1)

Recall that on the left the modulus is the directional modulus of smoothness
(defined in (1.6) on [0, 1]2, see also (1.7) and (1.1)) using the x1 and x2(≡ u)
directions on [0, 1]2, while on the right ωr(f, 1/n)G is the modulus of smoothness
defined in Section 6. First we discuss the directional modulus ωr(F, 1/n)e

1
of

F in the x1 direction.
For simplicity, in what follows we write ω(1/n) for ωr(f, 1/n)G.
Let CR be the circle about (1/2, 0) and of radius R ≤ R0 with R2 ≥ R2

0 − 1.
By the definition of the modulus of smoothness, the 2π-periodic function

g(θ) = f(1/2 +R sin θ,−R cos θ)

has r-th modulus of smoothness ≤ ωr(f, δ)G, hence it can be approximated by
trigonometric polynomials Tn of degree at most n in the order ω(1/n): ‖g −
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Figure 9:

Tn‖ ≺ ω(1/n) (see [5, Theorem 7.2.3]). Then we also have ωr(Tn, 1/n) ≺ ω(1/n)
(here ωr is the classical modulus of smoothness of the trigonometric polynomial

Tn), and since, by Stechkin’s theorem [13], ‖T (r)
n ‖ ≺ nrωr(Tn, 1/n), it follows

that ‖T (r)
n ‖ ≺ nrωr(1/n).

If r − 1 ≥ 1, then T
(r−1)
n , being a trigonometric polynomial without a con-

stant term, vanishes somewhere, say T
(r−1)
n (θ0) = 0, θ0 ∈ [0, 2π]. But then for

all other θ ∈ [0, 2π] we have

|T (r−1)
n (θ)| =

∣

∣

∣

∣

∣

∫ θ

θ0

T (r)
n (u)du

∣

∣

∣

∣

∣

≤ 2π‖T (r)
n ‖ ≺ nrω(1/n).

Repeating this argument using T
(r−1)
n in place of T

(r)
n we get ‖T (r−2)

n ‖ ≺
nrω(1/n), and so on, we can infer for all 1 ≤ j ≤ r

‖T (j)
n ‖ ≺ nrω(1/n). (9.2)

Now consider F (x1, u) on the horizontal segment u = R2
0−R2 of [0, 1]×[0, 1].

It has the form

F (x1, R
2
0 −R2) = f(x1,−

√

R2 − (x1 − 1/2)2) = g(arcsin((x1 − 1/2)/R)).

Thus,

|∆r
hF (x1, R

2
0 −R2)| ≤ |∆r

hTn(arcsin((x1 − 1/2)/R))|+ 2r‖g − Tn‖,

which can be estimated as (see e.g. [5, Chapter 2, (7.10)])

|h|r
∥

∥

∥

∥

(

Tn(arcsin((x1 − 1/2)/R))
)(r)

∥

∥

∥

∥

[0,1]

+O(ω(1/n)).
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Since, by Faà di Bruno’s formula (cf. [10, Theorem 1.3.2]) the norm on the right

is at most C
∑r

j=1 ‖T
(j)
n ‖, for h ≤ 1/n we obtain from (9.2) that

|∆r
hF (x1, R

2
0 −R2)| ≺ ω(1/n),

which is stronger than

ωr
[0,1]2(F, 1/n)e1 ≺ ω(1/n) (9.3)

(recall that the modulus of smoothness on the left of (9.3) was defined in (1.6)
and it involves a quantity smaller than 1 in the step-size · of ∆r

· F ).
Before going on, let us record here the following consequence:

Corollary 9.1 Let G be any domain in Rd as discussed in Section 6, and
let CR be any circle that lies in G together with its interior which is parallel
with a coordinate plane. If P1 and P2 are any two points of CR, then for any
n = 1, 2, . . .,

|f(P1)− f(P2)| ≤ CRn
rωr(f, 1/n)G,

and here the constant CR depends only on G and the radius of the circle in
question.

Proof. We have essentially proved this above: choose a Tn as before with
‖f − Tn‖ ≺ ωr(f, 1/n)G on CR, and use that

|Tn(P1)− Tn(P2)| ≤ CRn
rωr(f, 1/n)G

is a consequence of ‖T ′
n‖ ≺ nrωr(f, 1/n)G (see (9.2)).

Next, we consider the modulus of smoothness of F in the e2 (i.e., u = x2)
direction. For a ζ1 let ℓζ1 be the x1 = ζ1 line, and, as in Section 8, let J = Jζ1 =
ℓζ1 ∩ [0, 1]2 and I = Iζ1 = ℓζ1 ∩ G0, and in what follows we keep the notations
established there. We have seen that the mapping Y → X, when restricted to
J , is given by a real analytic function χ(u) = χζ1(u) with positive derivative in
u (which is uniformly bounded from below and above in ζ1).

By definition, ωr
I (f, 1/n) ≤ ωr(f, 1/n)G, and by the equivalence of the ϕ-

modulus of smoothness with the K-functional (see Theorem [6, Theorem 2.1.1])
there is a g defined on I such that

ωr
I (f, 1/n) ≺ ‖f − g‖I +

1

nr
‖ϕr

Ig
(r)‖I ≺ ωr

I (f, 1/n) ≺ ω(1/n), (9.4)

where ϕI is the ϕ function for I (i.e., if the endpoints of I are (ζ1, a) and (ζ1, b),
then ϕI(ζ1, u) =

√

|u− a||u− b|) and the differentiation in g(r) is understood
in the x2-direction, so g(r) ≡ ∂rg/∂xr

2. Furthermore, the ≺ in (9.4) is uniform
in I. This g will be used only on I, so we shall think of it as a function of a
single variable.
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Let τ1, . . . , τr be equidistant points in the middle third of I of consecutive
distance |I|/3r. Any two consecutive points τj , τj+1, lie on a circle of radius
|I|/6r that lies in G, so, by Corollary 9.1, we have |f(τj+1)−f(τj)| ≺ nrω(1/n).
Then, in view of (9.4), the same is true for g: |g(τj+1)−g(τj)| ≺ nrω(1/n). But
then the mean value theorem gives that g′ = ∂g/∂x2 is ≺ nrω(1/n) somewhere
in between τ1 and τ2. Using higher order mean value theorems (i.e. that ∆j

hw =
hrw(j)(ξ) for some ξ) we can conclude the same way that for all 1 ≤ j ≤ r there
is a ξj in the middle third of I such that

g(j)(ξj) ≺ nrω(1/n).

Now if ξ ∈ I lies below v ∈ I (in the x2 direction) and at the same time
v lies below ξr−1, then ϕI(ξ) ≤ CϕI(v) with an absolute constant (actually,
C = 3/2

√
2 works). Here we used that ξr−1 belongs to the middle third of I.

Therefore, we obtain for ξ lying below ξr−1

ϕI(ξ)
r|g(r−1)(ξ)| ≤ ϕI(ξ)

r

∣

∣

∣

∣

∣

∫ ξr−1

ξ

g(r)(v)dv

∣

∣

∣

∣

∣

+ ϕI(ξ)
r|g(r−1)(ξr−1)|

≺
∣

∣

∣

∣

∣

∫ ξr−1

ξ

ϕI(v)
r|g(r)(v)|dv

∣

∣

∣

∣

∣

+ nrω(1/n) ≺ nrω(1/n),

where we used (9.4), and the choice of ξr−1. A similar estimate is true if
ξ lies above ξr−1. Since the same reasoning can be given for g(r−2) (using
g(r−2)(ξr−2) ≺ nrω(1/n) and the just proven relation), we obtain ϕr

I |g(r−2)| ≺
nrω(1/n), and in general, for all j = 1, 2, . . . , r we have

ϕr
I |g(j)| ≺ nrω(1/n). (9.5)

On the segment J the function F is given by f(ζ1, χ(u))), so it is natural to
consider G(u) = g(χ(u)). For it we have

‖F −G‖J = ‖f − g‖I . (9.6)

Since ϕJ (u) ∼ ϕI(χ(u)), it follows from the Faà di Bruno formula ([10, Theorem
1.3.2]) that

∥

∥

∥

∥

ϕr
J

∂rG

∂ur

∥

∥

∥

∥

J

≺
r
∑

j=1

∥

∥

∥
ϕI(χ)

rg(j)(χ)
∥

∥

∥

J
≺ nrω(1/n), (9.7)

where the last relation follows from (9.5). Thus, using the equivalence relation
between the K-functional and the ϕ-moduli of smoothness (see [6, Theorem
2.1.1]) we obtain from (9.4), (9.6) and (9.7)

ωr
J (F, 1/n)e2 ≺ ‖F −G‖J +

1

nr

∥

∥

∥

∥

ϕr
J

∂rG

∂ur

∥

∥

∥

∥

J

≺ ω(1/n).

Here J = Jζ1 with ζ1 ∈ [0, 1] arbitrary, so we can conclude

ωr
[0,1]2(F, 1/n)e2 ≺ ω(1/n). (9.8)
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Remark 9.2 Before going on with the discussion of approximation on the disk
let us remark that the preceding proof for estimating ωr

[0,1]2(F, 1/n)e2 did not
use that the boundary was a disk, it works for any polynomial curve as in Section
8 (just note that the small circles through the points τj are available also in that
case, as well). What is more, the dimension need not be 2, either. Indeed, if the
dimension is d, then the segments Iζ1,...,ζd−1

and Jζ1,...,ζd−1
(see Section 8) lie in

the plane {x2 = ζ2, . . . , xd−1 = ζd−1}, and the preceding proof can be carried
out in that plane using circles and directional moduli belonging to that plane.
So we have (9.8) in general:

ωr
[0,1]d(F, 1/n)ed ≺ ωr(f, 1/n)G. (9.9)

Now we return to the proof of (7.2) for the disk that we are considering in
this section. From (9.3) and (9.8) we can conclude, using Theorem [6, Theorem
12.1.1] (or Theorem 1.1 from the first part of this paper) for the square [0, 1]2,
that there are polynomialsQn(x1, u) of degree at most n such that for all (x, u) ∈
[0, 1]2

|F (x, u)−Qn(x, u)| ≤ C
(

ωr
[0,1]2(F, 1/n)e1 + ωr

[0,1]2(F, 1/n)e2

)

≺ ω(1/n).

On substituting here u = Φ(x1, x2) = R2
0 − (x1 − 1/2)2 − x2

2, we obtain

|f(x1, x2)−Qn(x1, R
2
0 − (x1 − 1/2)2 − x2

2)| ≺ ωr(f, 1/n)G

onG0. According to Section 7, this is enough to conclude En(f)G ≺ ωr(f, 1/n)G.

10 A detour on the derivative of composite func-

tions

Let P (x, y) = Pn(x, y) be a polynomial of two variables and σ(t) a one-variable
infinitely many times differentiable function. For j = 0, 1, . . . we set

Dj(P, t) = Dj(P, σ, t) =

j
∑

s=0

(

j

s

)

∂jP (t, σ(t))

∂xj−s∂ys
(σ′(t))s,

where D0(P, t) = P (t). For these straightforward differentiation yields

dDj(P, t)

dt
= Dj+1(P, t) + jDj−1(

∂P

∂y
, t)σ′′(t), (10.1)

and hence the derivative with respect to t of an expression of the form

Dj(
∂lP

∂yl
, t)(σ′′(t))k2(σ′′′(t))k3 · · · (σ(r)(t))kr (10.2)
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is the sum of the terms

Dj+1(
∂lP

∂yl
, t)(σ′′(t))k2(σ′′′(t))k3 · · · (σ(r)(t))kr ,

jDj−1(
∂l+1P

∂yl+1
, t)(σ′′(t))k2+1(σ′′′(t))k3 · · · (σ(r)(t))kr

and

Dj(
∂lP

∂yl
, t)
(

k2(σ
′′(t))k2−1(σ′′′(t))k3+1 · · · (σ(r)(t))kr

+ · · ·+ (σ′′(t))k2(σ′′′(t))k3 · · · kr(σ
(r)(t))kr−1σ(r+1)(t)

)

.

Since
dP (t, σ(t))

dt
= D1(P, t)

is also true, it follows by induction on m = 1, 2, . . . that every derivative
dmP (t, σ(t))/dtm is a linear combinations of terms of the form (10.2) with
j + 2l ≤ m. Furthermore, the only terms of the form (10.2) with j + 2l = m
that appear in dmP (t, σ(t))/dtm are the terms (see (10.1))

Dm(P, t), Dm−2(
∂P

∂y
, t)σ′′(t), Dm−4(

∂2P

∂y2
, t)(σ′′(t))2, · · · ,

and since there is no cancellation above in the differentiation (c.f. (10.1)), these
terms do appear with some positive coefficients.

Suppose now that for some r ≥ 1 we have, besides σ, infinitely many times
differentiable functions σ1, . . . , σr with the property that at some point t0 we
have σ′

τ (t0) = σ′(t0) for all τ = 1, . . . , r, but the second derivatives of the στ ’s
at t = t0 are all different: if σ′′

τ (t0) = ρτ , then ρτ 6= ρν if τ 6= ν. Suppose also
that for some polynomials Pn(x, y), n = 1, 2, . . . we have the bounds

dmPn(t, στ (t))

dtm t = t0
≺ Ωn (10.3)

for all τ = 1, . . . , r and 1 ≤ m ≤ r with some sequence {Ωn}. We claim that
under these assumptions we also have

drPn(t, σ(t))

dtr t = t0
≺ Ωn, (10.4)

and here the ≺ depends only the ≺ in (10.3) and on the numbers ρ1, . . . , ρr.

Indeed, since we have σ′
τ (t0) = σ′(t0), the expressions Dj(

∂lPn

∂yl , στ , t0), τ =
0, . . . , r, are all the same if we set σ0 = σ. Therefore, in view of what has been
said before, to prove (10.4) it is sufficient to show that for all j, l with j+2l ≤ r
we have

Dj(
∂lPn

∂yl
, t0) ≺ Ωn, (10.5)
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which we are going to prove by induction on j+2l. First of all, when j+2l = 1
then necessarily j = 1 and l = 0, and in this case (recall that σ = σ0)

Dj(
∂lPn

∂yl
, t0) = D1(Pn, t0) = D1(Pn, σ0, t0) = D1(Pn, σ1, t0)

=
dPn(t, σ1(t))

dt t = t0
≺ Ωn

by the assumption (10.3).
Suppose now that (10.5) is true for all j + 2l < m (≤ r). As we have seen,

dmPn(t, στ (t))

dtm t = t0
= Dm(Pn, t) + cm,1Dm−2(

∂Pn

∂y
, 0)σ′′

τ (t0)

+ cm,2Dm−4(
∂2Pn

∂y2
, 0)(σ′′

τ (t0))
2 + · · ·+ terms with j + 2l < m,

where the coefficients cm,s are non-zero. By the induction hypothesis here all
the terms with j + 2l < m are ≺ Ωn, and by assumption the left hand side is
also ≺ Ωn for τ = 1, . . . , r. Therefore, in view of the notation σ′′

τ (t0) = ρτ , we
have

Dm(Pn, t0)+cm,1Dm−2(
∂Pn

∂y
, t0)ρτ+cm,2Dm−4(

∂2Pn

∂y2
, t0)ρ

2
τ+· · · ≺ Ωn, τ = 1, . . . , r.

Using the first6 [m/2]+1 of these relations we obtain an ([m/2]+1)× ([m/2]+
1) size linear system of equations for cm,sDm−2s(

∂sPn

∂ys , 0), s = 0, . . . , [m/2],

with non-zero determinant (a Vandermonde determinant in ρ1, ρ2, . . . , ρ[m/2]+1,
which numbers are different by assumption) and with right hand side con-
sisting of numbers ≺ Ωn. Solving this system we obtain that all the terms
cm,sDm−2s(

∂sPn

∂ys , t0) are ≺ Ωn. Since cm,s 6= 0, this completes the induction

step, and the proof of (10.4) is complete.

What we have just proven, we shall use in Section 11 in the following sit-
uation. Suppose that Dr0 is a disk on the plane. Let σ := (t, σ(t)) be a C∞

curve that lies in Dr0 , and suppose that Dρ ⊂ Dr0 is a disk that touches (i.e.
its boundary touches) σ at some point (t0, σ(t0)). For a given r ≥ 1 fix r dif-
ferent radii ρ/2 ≤ Rτ ≤ ρ, 1 ≤ τ ≤ r, and let CRτ

be the circle of radius
Rτ that lies in Dρ and touches σ at the point (t0, σ(t0)). If CRτ

is the circle
(x − xτ )

2 + (y − yτ )
2 = R2

τ , then in a neighborhood of the point (t0, σ(t0)) it
has parametrization (t, στ (t)) with

στ (t) = yτ −
√

Rr
τ − (t− xτ )2

(note that by the form of σ, the common tangent line to σ and Dρ at (t0, σ(t0))
is not vertical) with possibly + replacing − in front of the square root sign, but

6[·] denotes integral part
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in what follows we shall keep the − sign. Now

σ′
τ (t0) =

t− xτ
√

R2
τ − (t− xτ )2

,

σ′′
τ (t0) =

R2
τ

(R2
τ − (t− xτ )2)3/2

=
1

Rτ
(1 + σ′

τ (t0)
2)3/2. (10.6)

These στ touch σ at (t0, σ(t0)), so they have the same derivative at t0 as σ:
σ′(t0) = σ′

τ (t0) (this follows from the fact that the tangent direction to στ at
στ (t0) is (1, σ′

τ (t0))). But then (10.6) shows that the second derivatives are
different at t0: σ

′′
τ (t0) 6= σ′′

τ (t0) because the Rτ , τ = 1, . . . , r are different.
Let now f be a function on a domain G that contains Dr0 , and let Pn(x, y)

be polynomials (of degree n = 1, 2, . . .) of two variables such that ‖f−Pn‖Dr0
≺

ω(1/n), where ω(1/n) is the r-th modulus of smoothness of f on G. In Section 9
it was shown that for every r ≥ 1 there are such polynomials Pn. The polynomial
Pn, when restricted to either of the circles CRτ

, gives a trigonometric polynomial

Tn(θ) = Pn(xτ +Rτ sin θ, yτ −Rτ cos θ).

For this Tn it was shown in Section 9 (see (9.2)) that

‖T (j)
n ‖ ≺ nrω(1/n) for all j = 1, 2, . . . , r, (10.7)

and here ≺ depends only on Rτ . The expression Pn(t, στ (t)) is Tn(arcsin((t −
xτ )/Rτ ), so from (10.7) and from Faà di Bruno’s formula (cf. [10, Theorem
1.3.2]) we obtain

dmPn(t, στ (t))

dtm t = t0
≺ nrω(1/n) (10.8)

for all 1 ≤ m ≤ r. Since this is true uniformly for all τ = 1, . . . , r, we are in the
situation of (10.3) with Ωn = nrω(1/n), so from (10.4) we can conclude

drPn(t, σ(t))

dtr t = t0
≺ nrω(1/n). (10.9)

11 Proof of Theorem 6.5

According to the general setup in Section 7, it is sufficient to prove (7.2), i.e.
the possibility of Jackson-rate approximation on the sets GP . So let G0 be such
a set, and without loss of generality we may assume that G0 is positioned as
in the discussion leading to (7.2), i.e. it is the union of some xd-directional
segments over a small part of the boundary G. As in Section 8, the closed
domain G0 corresponds to [0, 1]d under the mapping X → Y , and f corresponds
to F (Y ) = f(X).

As in Sections 8–9 it is sufficient to show that the directional modulus of
smoothness

ωr
[0,1]d(F, δ){ei}d

i=1
= max

1≤i≤d
ωr
[0,1]d(F, δ)ei

48



of F satisfies
ωr
[0,1]d(F, 1/n){ei}d

i=1
≤ Cωr(f, 1/n)G,

for then we can use Theorem [6, Theorem 12.1.1] (or Theorem 1.1 from the first
part of this work) to find polynomials Qn(x1, . . . , xd−1, u) with

‖F −Qn‖[0,1]d ≤ Cωr(f, 1/n)G,

and then the substitution u = Φ(x1, . . . , xd) will lead to

‖f − Q̃n‖G0
≤ Cωr(f, 1/n)G

for the polynomial Q̃n(x1, . . . , xd) = Q(x1, . . . , xd−1,Φ(x1, . . . , xd)).
Thus, everything boils down to proving

ωr(F, 1/n)ei ≤ Cωr(f, 1/n)G (11.1)

for each i = 1, 2, . . . , d. For i = d this was done in Section 9, see Remark 9.2, so
here we shall only consider i = 1, 2, . . . , d− 1 (note that because of the assumed
positioning of G0, the directions e1, . . . , ed−1 have a different role with respect
to G0 than the direction ed), and since these cases are completely similar to
each other, we shall assume i = 1. Thus, let ζ2, . . . , ζd−1, ζ ∈ [0, 1] be fixed,
and consider the segment V = {(x1, ζ2, . . . , ζd−1, ζ) x1 ∈ [0, 1]}. We need to
estimate the r-th difference of F on that segment. As we have seen in Section
8, under the mapping Y → X the segment V is mapped into the intersection of
G0 with the polynomial curve

γζ2,...,ζd−1,ζ := {(x1, ζ2, . . . , ζd−1, xd) Φ(x1, ζ2, . . . , ζd−1, xd) = ζ} (11.2)

lying in the plane {x2 = ζ2, . . . , xd−1 = ζd−1}, and the mapping is given by
(x, ζ2, . . . , ζd−1, ζ) → (x, ζ1, . . . , ζd−1, χx,ζ1,...,ζd−1

(ζ)) with a real analytic func-
tion χx,ζ1,...,ζd−1

(ζ). If we write σ(t) for χt,ζ1,...,ζd−1
(ζ), then we need to estimate

the r-th difference ∆r
h of the composed function

f(t, ζ1, . . . , ζd−1, σ(t)).

We shall show that this can be done using the modulus of smoothness of f in the
intersection of G0 with the plane {x2 = ζ2, . . . , xd−1 = ζd−1}, which is clearly
smaller than the modulus of smoothness of f on the whole G. Thus, everything
is happening in the plane x2 = ζ2, . . . , xd−1 = ζd−1, so we may suppress the
fixed coordinates ζ2, . . . , ζd−1 and we may assume that d = 2, and G is a domain
on the plane. Let us also write γ = γζ for the curve (11.2) in this case. This is
the same as the curve {(t, σ(t)) t ∈ [0, 1]}.

The information on the r-th modulus of smoothness on f is given on circles
and straight segments, and we need to bound

sup
h≤1/n

sup
x∈[0,1]

∆r
hf(x, σ(x)) (11.3)

49



To be more precise, we should bound

sup
h≤1/n

sup
x∈[0,1]

∆r

h
√

x(1−x)
f(x, σ(x)),

but that is at most as large as the expression in (11.3), so it is sufficient to deal
with (11.3). Thus, we need to prove that

∆r
hf(x, σ(x)) =

r
∑

j=0

(−1)j
(

r

j

)

f(x+ (r/2− j)h, σ(x+ (r/2− j)h))

are ≺ ωr(f, 1/n)G for 0 ≤ h ≤ 1/n and x ∈ [0, 1]. Here the points Uj =
(x + (r/2 − j)h, σ(x + (r/2 − j)h)), j = 0, . . . , r, lie on the curve γ and only
their x-coordinates are equidistant. Our strategy will be the following. First
of all, we shall use some polynomial approximant Pn to f on some large disk
D that contains the points Uj which satisfies ‖f − Pn‖D ≺ ωr(f, 1/n)G. Then
it is enough to consider ∆r

hPn(x, σ(x)), which can be bounded by hr times an
estimate on the r-th derivative of Pn on the smallest arc of γ that contains all
the points Uj . Thus, we have to find a bound for the r-th derivative of the
composed function Pn(x, σ(x)), which was done in Section 10.

Thus, we have to estimate ∆r
hF (x, ζ) = ∆r

h(f(x, γζ(x)) for 0 ≤ h ≤ 1/n
with a fixed ζ ∈ [0, 1]. For simplicity we do the estimate for h = 1/n (the
h < 1/n case can be similarly handled). Recall that γ = γζ with ζ ∈ [0, 1], and
first assume that ζ ≥ L/n2 for some fixed, but large L. Let x ∈ [0, 1] be such
that the points x + (r/2 − j)/n belong to [0, 1] for j = 0, . . . , r. These points
correspond to the points Uj = (x+(r/2−j)/n, σ(x+(r/2−s)/n)), j = 0, . . . , r,
on γ, which are of distance ≥ cL/n2 from the “lower” boundary of G, which is
just the curve (t, γ0(t)). Recall now the r0 from the definition of the domain
G from the beginning of Section 6.2, let Cr0 be the circle of radius r0 that lies
inside G together with its interior and touches the boundary curve γ0 at the
point (x, γ0(x)), and let Dr0 be the closed disk enclosed by Cr0 . It is easy to
see (see Figure 10) that if L is sufficiently large, then (for large n) the points
Uj belong to Dr0 (recall also that G0 was a small part of G). The points Uj lie
on the part {(u, γ(u)) x − r/2n ≤ u ≤ x + r/2n} of γ, and there is a ρ > 0
depending only on r0 and Φ such that to every point (u, γ(u)) of that portion
of γ we can draw a disk of radius ρ that lies in Dr0 and touches γ at the given
point.

According to what has been shown in Section 9, for n = 1, 2, . . . there are
polynomials Pn(x1, x2) of degree at most n such that they approximate f on
Dr0 with error ≤ Cωr(f, 1/n)G. Then, for fixed ζ ∈ [0, 1],

|∆r
1/n(F (x, ζ))| ≤ |∆r

1/n(Fn(x, ζ))|+ 2rCωr(f, 1/n)G,

where Fn(Y ) = Pn(X) (i.e. Fn(x, ζ) = Pn(x, γζ(x))). The first term on the
right is bounded by (see [5, Chap. 2, (7.12)])

1

nr
max

x−r/2n≤u≤x+r/2n

∣

∣

∣

∣

∂rFn

∂ur
(u, ζ)

∣

∣

∣

∣

,
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Figure 10: The points U0, . . . , Ur on the curve γ = γζ2,...,ζd−1,ζ

so it is sufficient to show that for each u in the specified range
∣

∣

∣

∣

∂rFn

∂ur
(u, ζ)

∣

∣

∣

∣

≤ Cnrωr(f, 1/n)G. (11.4)

But on the left we have with σ(t) = γζ(t)
∣

∣

∣

∣

drP (t, σ(t))

dtr t = u

∣

∣

∣

∣

, (11.5)

and at the end of Section 10 in (10.9) it was shown that this is ≺ nrω(f, 1/n)
(set in (10.9) t0 = u). Furthermore, here the ≺ depends only on the radius ρ and
on the radii ρ/2 ≤ R1 < R2 < · · · < Rr ≤ ρ used in the proof of (10.8), and it is
easy to see that these can be selected independently of x−r/2n ≤ u ≤ x+r/2n,
0 ≤ x ≤ 1, if L is sufficiently large (recall that now we are dealing with the
situation ζ ≥ L/n2). Therefore, we can conclude that this ≺ is independent of
u ∈ [x− r/2n, x+ r/2n], x, x± r/2n ∈ [0, 1]. Thus, we have

∣

∣

∣

∣

drPn(u, γζ(u))

dur

∣

∣

∣

∣

≺ nrω(1/n),

which is the same as (11.4). This completes the proof of the estimate (11.1) for
i = 1.

In this reasoning we have assumed ζ ≥ L/n2. Now we show that the required
estimate for ∆r

1/nF (x, ζ) in the missing range follows from what we have proven

before. Indeed, for a ζ ∈ [0, L/n2], with some large but fixed Λ, let us choose
w so that w − rΛ

√

w(1− w)/2n = ζ. Then ζ is the smallest point in the set

{ws}rs=0, ws := w + (r/2 − s)Λ
√

w(1− w)/n, (we have ζ = wr), and if Λ is
sufficiently large, then all these ws, except ζ itself, are bigger than L/n2 (note
that w ∼ 1/n2). Now for each x+ (r/2− jh)/n, 0 ≤ j ≤ r, consider the points
(x + (r/2 − j)/n,ws), s = 0, . . . , r, on the vertical segment Ix+(r/2−j)/n. By
definition,

∣

∣

∣

∣

∣

r
∑

s=0

(−1)s
(

r

s

)

F (x+ (r/2− j)/n,ws)

∣

∣

∣

∣

∣

≺ ωr(F,Λ/n)e
2
,
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and above we have already seen that the right hand side is ≺ ωr(f, 1/n)G (see
(9.8)). Furthermore, for each s < r

∣

∣

∣

∣

∣

∣

r
∑

j=0

(−1)j
(

r

j

)

F (x+ (r/2− j)/n,ws)

∣

∣

∣

∣

∣

∣

is the ∆r
1/nF (x,ws) that we have just estimated (for s < r we have ws > L/n2),

so it is ≺ ωr(f, 1/n). But ∆r
1/nF (x, ζ) can be expressed by these:

(−1)r∆r
1/nF (x, ζ) = (−1)r

r
∑

j=0

(−1)j
(

r

j

)

F (x+ (r/2− j)/n, ζ)

=
r
∑

j=0

(−1)j
(

r

j

) r
∑

s=0

(−1)s
(

r

s

)

F (x+ (r/2− j)/n,ws)

−
r−1
∑

s=0

(−1)s
(

r

s

) r
∑

j=0

(−1)j
(

r

j

)

F (x+ (r/2− j)/n,ws),

so we have a bound ≺ nrω(1/n) for it, as well. With this the proof of (11.1),
and together with it also the proof of Theorem 6.5, is complete.

********

Note added before final production. Feng Dai and Andriy Prymak have recently
prepared the manuscript [2] on polynomial approximation on C2-domains. In
it they defined a new type of modulus of smoothness with which they proved
Jackson and converse theorems (exactly as Theorems 6.5 and 6.6) for polynomial
approximation on C2 domains in any dimension. Their definitions and results
are valid for Lp spaces, as well. Their modulus is close in spirit to the average
moduli of Ivanov [8] mentioned in Remark 6.1,4, and in particular Dai and
Prymak were able to deduce both the direct and the converse theorems on any
C2 domains that were announced in [8]. The main method of [2] is to use
Whitney-type local approximation by polynomials of the fixed degree (r − 1)d
(when one works with r-th order of smoothness in Rd) in conjunction with
polynomial partitions of unity similar to the one in the paper [7]. The results
and methods in the second part of the present paper allows one to get similar
quasi-Whitney local approximants (of fixed degree ≤ 2(r − 1)d) involving the
moduli of smoothness of the present paper, and from there the procedure used
in [2] gives Theorem 6.5 for all C2 domains, not just for algebraic ones.

The author is grateful to Zeev Ditzian and Andriy Prymak for valuable and
stimulating discussions on the topic of this work.
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