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#### Abstract

Both during academic work and everyday life it is usual to come across such situations, where one has to compute the difference between values of a variable. However, this can be done many ways. For example, the comparison of accuracy values of methods for the solution of a scientific problem is usually done by either looking at how much the absolute difference between the two accuracies in percentage points is, how much their relative difference in percentages is, or how much the relative difference between the two error rates in percentages is. The problem is that these different methods usually give different results, often suggesting contradicting conclusions.

To overcome this problem I propose a novel measure to compute an adjusted difference $(A D)$ between values of a variable to represent their difference in a better and uniform way, replacing the collection of the previously used conventional measures, and show how the properties of this new measure are superior to those of the other measures.
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## 1 Introduction

Either looking at academic work or everyday life, people come across such problems very often, where they have to calculate the difference between two values of a variable. However, there are many different ways to do this calculation giving different results, often suggesting contradicting conclusions.

[^0]Let's take a situation where researchers present their work compared to others'. Assume a group of researchers develop a method $A$ for solving a given problem, which performs with $99.9 \%$ accuracy on the task. Then later, another group develops a method $B$ for the same problem, achieving $99.96 \%$ accuracy. It is one thing to check whether the difference between the two results is significant at all or not. But even if this difference was significant (say at level $p=0.05$ ), other researchers might ask the question, whether it was worth the trouble at all to further improve the already almost perfect method? The answer from the developers of method $B$ would probably be yes, of course, as they would say they have reduced the error of the original method by $60 \%$ (relative difference of error in percentages, $\mathrm{RDE} \%=-60$; It has to be noted that this measure is only defined in case the domain of the variable in question has an upper bound. Further, in some cases this would actually not be called the relative difference of error in percentages, as an error is actually not defined in that context, rather "error" should be replaced by "distance from the upper bound of the domain of the variable". Still, to make it more convenient, I will use the term relative difference of error in percentages [ $\mathrm{RDE} \%$ ] in the followings.). On the other hand, the first group of researchers could defend themselves by saying that using the new method increases accuracy by only $0.0601 \%$ (relative difference in percentages, $\mathrm{RD} \%=0.0601$ ), which does not really make a difference in practice (and if method $B$ happened to use more resources than method $A$, then it might even make method $B$ less usable in practice than method $A$ despite its slight superiority in performance). And others might have yet another observation, namely that there is a 0.06 percentage point ( pp ) difference between the two values ([absolute] difference, $\mathrm{D}=0.06$ ). Further, probably the most objective (but least informative) observation would be that while the first method had a performance of $99.9 \%$, the second method surpassed this by achieving $99.96 \%$. (But as this statement does not contain any actual comparison of the values, I will not consider this as a measure of difference and will not include this in further discussions.)

In such a situation, what would be the most objective and most informative comparison of the performance of the two methods? Moreover, looking at the practical side of the situation, in case method $B$ happened to use more resources than method $A$, then method $A$ or $B$ should be used for the solution of real-life problems in the future?

Further, how would the situation change, if for example the 0.06 pp difference (D) was between the accuracies $60 \%$ and $60.06 \%$. In such a case $\mathrm{RD} \%$ equals 0.1 and $\mathrm{RDE} \%$ equals -0.15 . Therefore it is obvious, that it is not irrelevant at which point a fixed percentage point $D$ between two values exist. Nor is it irrelevant where a fixed RDE\% takes place: the $60 \%$ smaller proportion of faults would yield a very different result, if it was between $60 \%$ and $84 \%$ of accuracy (a change of 24 pp ), than if it is between the previously said $99.9 \%$ and $99.96 \%$ (a change of 0.06 pp ). In case of most problems almost everybody would agree that the difference of 0.06 pp between the accuracies of $99.9 \%$ and $99.96 \%$ is much more remarkable than that between $60 \%$ and $60.06 \%$ (even though here the first difference is not really remarkable either, the second one is still much less so), and the RDE\% of -60 is much more prominent between the accuracies of $60 \%$ and $84 \%$ than between the accuracies of $99.9 \%$ and $99.96 \%$ (here the first difference is rather prominent, while the second one is not really so).

Similar problems in comparison methods can arise in basically any academic or everyday field, for example in case of

- comparing physical or chemical properties of materials,
- looking at the success rates of different medical treatments,
- during the comparison of economic indicators of companies or countries,
- analyzing the changes in crime or accident rates in a country over time,
- comparing the performance of different computer programs for a given task,
- or just trying to choose the most reliable washing machine for your home by comparing their fault rates,
just to name a few examples.
The lack of and the need for a better difference measure encompassing all important aspects of the difference of values of a variable is easily verified by looking at cuttingedge research, published in even the most influential journals and books in any field, using the above described simple and often misleading measures of either $\mathrm{D}, \mathrm{RD} \%$ or RDE\% to compare values of a variable. Very good examples for the usage of such simple measures are Santacruz et al. (2005), Baur et al. (2006), Chapman et al. (2011), Erickson et al. (2011), Harriman et al. (2016) and Rollins et al. (2016) in the field of medical and pharmaceutical sciences, Tasis et al. (2006), Zhu et al. (2007), He et al. (2012), Huang et al. (2012), Ellsworth et al. (2017) and Rehman et al. (2017) in the field of natural sciences, Moré and Wild (2009), Carrasco et al. (2006), Dalal and Triggs (2005), Povey et al. (2011), Burow et al. (2017) and Green and Bremner (2017) in the field of mathematics, engineering and computer science, and Peden et al. (2004), Peresie (2005), Hämäläinen et al. (2009), Cremers and Petajisto (2009), Elhauge (2009), Song et al. (2011), Piketty et al. (2017) and Renshon et al. (2018) in the field of economics and social sciences.

So in case of any problem it is one question whether a change or difference in values is significant or not. And it is yet another question whether this (possibly significant) change matters at all and whether it is remarkable or not. In what way can it be determined how remarkable a change is? Well, it can be easily accepted that a change can be considered more significant where the values of the variable are more sparse, hence making a change in the value more difficult. This means that a change should be considered more significant at those places where the values of the variable are less probable, have lower probability of occurring. So this significance can be directly linked to the probability distribution of the variable, having larger significance at those places where the probability density function of the variable has lower values.

And looking back at the previous examples, it is easy to see that this theory is perfectly consistent with the previously phrased intuitions. In case of most problems, the probability density function for the accuracy of the proposed methods would usually have a bell-shaped curve, the probabilities would decrease towards the ends of the bound of the
domain, thus resulting in a more significant change near the bounds. The same situation would also arise in case of variables with semi-bounded or unbounded domain, where the probability would decrease and thus the significance would increase when getting further from the mean of the values.

For example, Piketty et al. (2017) analyze the change of income of different groups of people over time, mostly using the $\mathrm{RD} \%$ measure for comparison, or simply stating from what value to what value it changed over a period of time, without any real comparison. However, these methods do not provide a uniform comparison, the findings could be very different if the D measure had been used instead of the $\mathrm{RD} \%$ measure, and these comparisons do not take the probability distribution of incomes into account. Similar problems arise when comparing road (Peden et al., 2004) and occupational (Hämäläinen et al., 2009) accident rates, trying to determine which property of solar cells results in the most increase of energy-conversion efficiency (Green and Bremner, 2017), or which interventions improved breastfeeding practices more (Rollins et al., 2016).

Based on the above observations and conclusions, I have defined a measure that is able to encompass all important aspects of the difference of values of a variable, calculating the difference in a better and uniform way, and therefore which can be employed successfully as a measure of adjusted difference $(A D)$ of values of a variable. To my best knowledge, the measure presented in this article is the first such measure and no similar measures have been proposed yet.

The rest of the paper is structured as follows. In Section 2 I will define the required properties of the measure to be created and constuct a measure satisfying the set properties. Then I will evaluate the created measure with different parameter settings and determine a default setting for the measure in Section 3. After this, I will describe possible ways to extend the constructed measure beyond the comparison of simple values of a continuous variable in Section 4. Finally, I will summarize the article and draw conclusions in Section 5.

## 2 Implementation of the measure of adjusted difference (AD)

### 2.1 Defining the required properties for the measure of $A D$

As it was previously shown, there is a need for a measure of adjusted difference, which can be used to give a uniform way of comparing values of a variable. Before starting to construct this measure, its essential properties and requirements should be determined. I think that in order to get such a difference measure, which has the best possible usability and fits the requirements of the most possible problems, it should satisfy the following basic properties:

1. It should be a function $A D: D^{2} \rightarrow \mathbb{R}$, where $D \subseteq \mathbb{R}$ is the domain of the variable whose values are to be compared
2. It should return its additive inverse if the order of the two compared values are reversed:

$$
\begin{equation*}
A D(p, q)=-A D(q, p) \tag{1}
\end{equation*}
$$

3. It should return a positive value if and only if the first value (minuend) is greater than the second (subtrahend):

$$
\begin{equation*}
A D(p, q)>0 \quad \Leftrightarrow \quad p>q \tag{2}
\end{equation*}
$$

4. It should be additive:

$$
\begin{equation*}
A D(p, s)+A D(s, q)=A D(p, q) \tag{3}
\end{equation*}
$$

Further, these basic properties should be extended with such properties that define the adjustment of the difference returned by the measure. To fulfil all expectations, I think that at least the following properties have to be true:
5. The adjusted difference between an arbitrary pair of points $p$ and $q$ and between another arbitrary pair of points $s$ and $t$ should be equal, if the (unadjusted) difference of the two pairs are the same and the probability density of the variable over the interval $[q, p]$ is pairwise equal to the probability density over the interval $[t, s]$ :

$$
\begin{array}{r}
(p-q=s-t \wedge \forall d \in[0, p-q] \quad p d f(q+d)=p d f(t+d)) \\
\Rightarrow \quad A D(p, q)=A D(s, t) \tag{4}
\end{array}
$$

where $p d f$ denotes the probability density function of the variable whose values are compared.
6. The adjusted difference between an arbitrary pair of points $p$ and $q$ should be greater than the adjusted difference between another arbitrary pair of points s and $t$, if the (unadjusted) difference of the two pairs are the same and the probability density of the variable over the interval $[q, p]$ is pairwise less than the probability density over the interval $[t, s]$ :

$$
\begin{array}{r}
(p-q=s-t \wedge \forall d \in[0, p-q] \quad p d f(q+d)<p d f(t+d))  \tag{5}\\
\Rightarrow A D(p, q)>A D(s, t)
\end{array}
$$

In my opinion a measure satisfying all the above criteria would have the best possible properties in case of most problems.

### 2.2 The calculation of $A D$ using a weight function

After having the required properties, the implementation of the $A D$ measure should come. First it should be evaluated how difference is calculated in the normal case, without any adjustment: an absolute difference $d$ always means the same difference, regardless of the location of the two compared values on the domain of the variable.

This means that a change at any point of the domain is the same for all points of the domain, so the change at every point has an equal weight (e.g. 1). Basically it is as if the constant function $w(x)=1$ was used as a weight function when calculating the difference.

If there is a weight function, then the weighted difference can be calculated (in case of any weight function) as the definite integral of the weight function between the values to be compared. And if the weight function was equal to the constant function $w(x)=1$, then this integral would simply return the unadjusted difference between the compared values, as expected. Therefore this calculation also applies to the unweighted case, but with a different weight function it can be used to calculate a weighted (adjusted) difference too.

So, the weight function can be applied to calculate the adjusted (weighted) difference by computing its integral between the values to be compared:

$$
\begin{equation*}
A D(p, q)=\int_{q}^{p} w(x) d x \tag{6}
\end{equation*}
$$

where $w$ is the weight function corresponding to the variable whose values are compared.
This function can be universally used as an adjusted difference measure (with the proper weight function), in case of variables with either bounded, semi-bounded or unbounded domain. However, when applied to variables with bounded domain, it would also make sense to include some normalization. There are two possible ways for doing this. First, it can be normalized so that the adjusted difference measure calculated for the whole interval of the domain of the variable would be equal to the length of that interval. This would be the adjusted difference with normalization $(A D N)$ :

$$
\begin{equation*}
A D N(p, q)=\frac{(\max -\min ) \int_{q}^{p} w(x) d x}{\int_{\min }^{\max } w(x) d x} \tag{7}
\end{equation*}
$$

, min and max denoting the lower and upper bound of the domain of the variable whose values are compared, respectively.

Further, another possibility is to normalize the measure in a way, such that it returns values ranging from 0 to 1 (both inclusive), thus creating a measure of adjusted difference in percentage points $(A D P P)$ :

$$
\begin{equation*}
A D P P(p, q)=\frac{\int_{q}^{p} w(x) d x}{\int_{\min }^{\max } w(x) d x} \tag{8}
\end{equation*}
$$

### 2.3 Defining the required properties of an appropriate weight function for the $A D$ measure

So now, in order to fulfil the requirements for the $A D$ measure, what remains is defining an appropriate weight function. Based on the required properties of the $A D$ measure, let's figure out what kind of weight function is needed:

1. It should be a function $w: D \rightarrow \mathbb{R}$, where $D \subseteq \mathbb{R}$ is the domain of the variable whose values are to be compared, and $w$ is (Lebesgue) integrable on its whole domain.
2. It should be non-negative:

$$
\begin{equation*}
w(p) \geq 0 \tag{9}
\end{equation*}
$$

3. It might only take the value 0 at such a point where the probability density of the variable is equal to infinity:

$$
\begin{equation*}
w(p)=0 \Rightarrow p d f(p)=\infty \tag{10}
\end{equation*}
$$

4. The weight at $p$ should be equal to the weight at $q$ if and only if the probability density of the variable at $p$ and $q$ are equal:

$$
\begin{equation*}
w(p)=w(q) \quad \Leftrightarrow \quad p d f(p)=p d f(q) \tag{11}
\end{equation*}
$$

5. The weight at $p$ should be greater than the weight at $q$ if and only if the probability density of the variable at $p$ is less than at $q$ :

$$
\begin{equation*}
w(p)>w(q) \quad \Leftrightarrow \quad p d f(p)<p d f(q) \tag{12}
\end{equation*}
$$

These properties are both necessary and sufficient to get such an $A D$ measure that satisfies all the required properties set in Section 2.1.

### 2.4 Choosing an appropriate weight function for the $A D$ measure

After defining the required properties for the weight function to be used, let's construct an appropriate weight function. A very simple solution having the required properties that can easily come to one's mind would be the multiplicative inverse of the probability density function of the variable:

$$
\begin{equation*}
w(x)=\frac{1}{p d f(x)} \tag{13}
\end{equation*}
$$

However, the problem with this function is that it overweighs values with very low probability. Further, in case of variables with a bounded domain, it would result in divergent integrals in case of many widely-used probability density functions. To overcome this, I propose the use of the following extension:

$$
\begin{equation*}
w_{b}^{n}(x)=\left(\log _{b}\left(1+\frac{1}{p d f(x)}\right)\right)^{n} \tag{14}
\end{equation*}
$$

By choosing appropriate values for the parameters $b$ (base of the logarithm) and $n$ (exponent), this weight function would not overweigh values with low probability. (Although the base of the logarithm [b] can be freely set, it has to be noted that changing it would only result in stretching the function [multiplication with a constant], which would lose
even this effect in case the measure is normalized $[A D N$ and $A D P P]$. And even in the unnormalized case it would not change the shape of the function other than by a constant multiplication, so changing this parameter does not really have a remarkable effect.) Further, it would only result in divergent integrals in case of some extreme probability density functions, having zero probability over a proper (non-degenerate) interval (e.g. a truncated normal distribution), as then the respective weight function would be infinite over a proper interval, resulting in infinite integrals over finite intervals. In case of such pdfs it is either accepted that the $A D$ measure could be infinite over a finite interval, or, to get a weight function resulting in a convergent integral in case of any possible probability distribution, the weight function can be further extended as follows:

$$
\begin{equation*}
w_{b ; c}^{n}(x)=\left(\log _{b}\left(1+\frac{1}{p d f(x)+c}\right)\right)^{n} \tag{15}
\end{equation*}
$$

where $c$ is a very small positive constant.
This version of the weight function could never reach an infinite value, thus could never result in a divergent integral. However, I would still not suggest the general use of this measure, as in most cases it would be desirable that the weight function tends to infinity at those places where the probability density is equal to 0 , and this is not true in this version.

So in general, I would suggest the weight function defined in Equation 14 to be used, which results in the following parametrizable adjusted difference measures:

$$
\begin{gather*}
A D_{b}^{n}(p, q)=\int_{q}^{p} w_{b}^{n}(x) d x  \tag{16}\\
A D N_{b}^{n}(p, q)=\frac{(\max -\min ) \int_{q}^{p} w_{b}^{n}(x) d x}{\int_{\min }^{\max } w_{b}^{n}(x) d x}  \tag{17}\\
A D P P_{b}^{n}(p, q)=\frac{\int_{q}^{p} w_{b}^{n}(x) d x}{\int_{\min }^{\max } w_{b}^{n}(x) d x} \tag{18}
\end{gather*}
$$

, min and max denoting the lower and upper bound of the domain of the variable whose values are compared, respectively.

### 2.5 Proving that the set properties of $A D$ are satisfied

At the beginning of the research a couple of conditions have been set that the $A D$ measure should satisfy, which are detailed in Section 2.1. In this section I will prove that these properties are satisfied by the proposed $A D$ measure. As the satisfaction of all properties can be proved with basic mathematical and logical operations, I will only provide a brief deduction in each case and will not go into too much detail.

Let's start by proving that the properties for the $A D$ measure set in Section 2.1 are satisfied based on the properties of the weight function set in Section 2.3 and on the properties of integration:

- Property 1 of $A D$ : satisfied if Property 1 of $w$ is satisfied
- Property 2 of $A D$ : satisfied because reversing the limits of integration changes the sign of the definite integral
- Property 3 of $A D$ : satisfied if Properties 2 and 3 of $w$ are satisfied
- Property 4 of $A D$ : satisfied because the definite integral is additive
- Property 5 of $A D$ : satisfied if Property 4 of $w$ is satisfied
- Property 6 of $A D$ : satisfied if Property 5 of $w$ is satisfied

Then, it would be very easy to prove that the chosen weight function truly satisfies the properties set for it in Section 2.3, knowing the properties of the used mathematical operations and that any probability density function has a range $A \subseteq \mathbb{R}_{\geq 0}$.

So hereby I have proven that the newly proposed $A D$ measure truly satisfies the properties set for it Section 2.1.

## 3 Evaluation

To test how my measures would work in real-life problems and to be able to choose a general parameter setting that would be suitable in most (non-extreme) situations, a thorough testing with different parameter settings was conducted. In order that the results are easily comparable, it is logical to conduct tests using the $A D P P_{b}^{n}$ measure on variables with bounded domain first. A thorough testing with many parameter settings on the most widely-used bounded-domain probability distributions have been done, from which a representative sample of results are summarized in Table 1. As changing the base of the logarithm (b) does not cause any change in the measure $A D P P_{b}^{n}$ (see Section 2.4), the natural logarithm was used in all cases. Further, it has to be noted, that in case of all the probability distributions included in Table 1 their domain is the $[0,1]$ interval, therefore in all these cases the $A D P P_{b}^{n}$ measure actually also equals the $A D N_{b}^{n}$ measure.

When looking at the results in case of the $n=1$ parameter setting, then it can be observed that in many cases the difference between the values of the observed variable seems to be overweighed: for example, a difference between 1.0 and 0.99 (an absolute difference of 0.01 ) results in an $A D P P_{e}^{1}(p, q)$ of around 0.07 in several cases and a difference between 1.0 and 0.9 (an absolute difference of 0.1 ) results in an $A D P P_{e}^{1}(p, q)$ of around 0.3 in case the probability density function had a bell-shape, which seems to be too much in most cases.

On the other hand, setting this parameter to as low as $n=0.25$ seems to underweigh the difference in many cases, producing an $A D P P_{e}^{0.25}(p, q)$ less than 0.02 in all cases when considering the difference between 1.0 and 0.99 (an absolute difference of 0.01 ), and always giving an $A D P P_{e}^{0.25}(p, q)$ of less than or equal to 0.15 in case of a difference between 1.0 and 0.9 (an absolute difference of 0.1 ).

All in all, based on the results of the thorough testing, a parameter setting of $n=0.5$ seems to be about right for most general problems (in case of both bell-shaped and U-shaped probability density functions), so this parameter setting will be used during
further tests. However, this parameter could of course be adjusted in case of problems with special needs.

After choosing the appropriate exponent $(n)$, it should be tested whether the proposed adjusted difference measure truly outperforms any previous measure of difference currently in use. Changing the base of the logarithm (b) does not result in anything other than a constant multiplication in case of the unnormalized measure $\left(A D_{b}^{n}\right)$ either, therefore changing this parameter does not make much of a difference here either. The natural logarithm seems to be perfectly suitable for the task, so this parameter setting will be used during further tests too.

Using the parameter setting detailed above, the different probability density functions and their respective weight functions can be observed in Figures 1 and 2, respectively. Further, the detailed numerical results of the thorough tests for the $A D_{e}^{0.5}(p, q)$ measure on variables with bounded, semi-bounded as well as unbounded domain can be found in Tables 2, 3 and 4, respectively. In Table 2 both the $A D_{e}^{0.5}(p, q)$ and $A D P P_{e}^{0.5}(p, q)$ results are presented, and, because of the $[0,1]$ domain of the probability distributions included in the table, the $A D P P_{e}^{0.5}(p, q)$ results are actually the same as the $A D N_{e}^{0.5}(p, q)$ results would be.

In my opinion, this proposed measure is much more suitable for showing the difference between values of a variable than any of the previous measures currently in use. To prove this, let's test all the measures with the help of a real-world problem. For this, let's assume that the values presented in Table 2 correspond to the $\mathrm{F}_{1}$-scores of binary classification systems on a given test set with equal number of test cases of both classes. For our evaluation, let's consider the following three situations: in the first case there was a binary classification system with an $\mathrm{F}_{1}$-score of 0.25 , which was later improved by their creators to achieve an $\mathrm{F}_{1}$-score of 0.3 , in the second case an original system with an $\mathrm{F}_{1}$-score of 0.475 was enhanced to having an $\mathrm{F}_{1}$-score of 0.525 , while in the third situation the system's original $\mathrm{F}_{1}$-score of 0.94 was later increased to 0.99 .

To be able to evaluate the results, the probability distribution of the performance of the systems needs to be known. Let's assume that the $\mathrm{F}_{1}$-scores of binary classification systems follow a Beta $(5,5)$ distribution. This means that the probability density function has low values near the bounds of the domain of the variable (near 0 and 1 ), while having its maximum at the center of the domain (0.5). So there are many mediocre systems, while the better the performance is, the fewer such systems exist.

The better system one wants, the more difficult it is to create, and therefore the least such systems exist. Further, it is equally difficult to create a system with low performance, as in case of binary classification it could easily be transformed into a good system by simply reversing the output labels of the system. On the other hand, the easiest it is to create a system with mediocre performance, for example by creating a system that always returns a randomly chosen class, whose $\mathrm{F}_{1}$-score would converge to 0.5 (because there are equal number of test cases in case of both classes).

Therefore it is pretty safe to assume that the $\mathrm{F}_{1}$-scores of binary classification systems have a symmetric bell-shaped probability distribution (such as the $\operatorname{Beta}(5,5)$ distribution). This means that, as it is hard to create a good system, it is even harder to further improve it. Therefore the difference between two large $\mathrm{F}_{1}$-scores should be considered


Figure 1: Probability density functions in case of several probability distributions. Abbreviations: see Tables 1, 3 and 4.


Figure 2: The respective weight functions in case of several probability distributions. Abbreviations: see Tables 1, 3 and 4.
very remarkable and the difference between two small $\mathrm{F}_{1}$-scores should be considered equally remarkable. On the other hand, in case of two mediocre $F_{1}$-scores the difference is much less relevant as it is much easier to improve a system that has a mediocre performance. Now let's see how the original measures of difference and the new measure proposed here follow these properties.

As it can be seen, the measure of absolute difference (D) returns the same value irrespective of where on the domain of the variable the difference is located. It does not consider the possible bounds of the domain of the variable and the probability distribution of the variable (so this measure does not satisfy the previously set Properties $5,6)$. So in case of each example pair the absolute difference is the same (0.05), although the relevance of these three differences are not the same at all.

Next, the relative difference in percentages ( $\mathrm{RD} \%$ ), irrespective of the possible bounds of the domain of the variable or its probability distribution, puts more weight on those cases where the compared values are closer to 0 . Therefore, although the difference between the $\mathrm{F}_{1}$-scores of 0.99 and 0.94 should be more remarkable than the difference between the $\mathrm{F}_{1}$-scores of 0.3 and 0.25 and even so than between those of 0.525 and 0.475 , in case of the RD\% measure it is the other way around. Further, in case of comparing two small values, it overweighs the difference, and it returns infinity in case the second value is zero irrespective of the first value (except when the two values are equal). In addition, it can also return a negative difference instead of a positive one in case the first value is positive while the other being negative. What is more, this measure does not satisfy the previously set Properties 2, 3 and 4 (of course beside not satisfying Properties 5 and 6 either).

Finally, the relative difference of error in percentages measure (RDE\%) puts more weight on those differences that occur near the upper bound of the domain of the variable without taking the probability distribution or the lower bound of the domain of the variable into account. It is correct that the result is the most prominent in case of the ( $0.99,0.94$ ) pair, however the difference in case of the value pair $(0.525,0.475)$ should not be more prominent than that of the $(0.3,0.25)$ pair. (As opposed to the other measures, here by most prominent actually the smallest [and not the largest] value is meant, as the RDE\% measure always returns results with opposing sign compared to the other measures.) Further, this method seems to overweigh the relevance of the difference in case of two values near the upper bound, like in case of the value pair $(0.99,0.94)$. Moreover, if the first value is actually the upper bound, then the difference is always - 100 irrespective of the second value (except when the two values are equal). In addition, this measure can only be used if the domain of the variable has an upper bound. What is more, similarly to the RD\% measure, this measure also does not satisfy the previously set Properties 2, 3 and 4 (of course beside not satisfying Properties 5 and 6 either).

As opposed to the other measures, the $A D_{e}^{0.5}(p, q), A D N_{e}^{0.5}(p, q)$ and $A D P P_{e}^{0.5}(p, q)$ measures proposed in this article take both the probability distribution of the variable and the possible bounds of the domain of the variable into account. So the comparison between two fixed points would result in different adjusted differences in case of different probability distributions. Further, a fixed absolute difference (D), relative difference in percentages (RD\%) or relative difference of error in percentages measure (RDE\%) could
also result in different adjusted differences in case of different probability distributions or different locations on the domain of the variable. Finally, the values returned by them for the given three pairs follow the same order as the relevance of the pairs, and they do not overweigh any difference. Therefore these new measures eliminate all the shortcomings of the previous measures, unite their positive properties, and thus constitute much better measures of difference than the previous ones.

Although the measures were only evaluated in detail in case of one problem with a variable with bounded domain and with a given probability distribution, very similar conclusions can be reached in case of problems with a variable with a semi-bounded and unbounded domain, as well as in case of other probability distributions.

To take an example, we can look at the study of Piketty et al. (2017). They give a detailed analysis on how the income of different groups of people have changed over the years in the United States of America. They usually employ the RD\% measure for comparison, or they simply state from what value to what value the income of a group of people has changed over a period of time, without any real comparison (in some cases they use "both" comparison methods, even though the second method cannot really be considered a true comparison method). However, the findings could be very different if the D measure had been used instead of the RD\% measure, these measures do not provide a uniform comparison, they do not take the probability distribution of incomes into account, and they do not satisfy the properties set for a decent comparison measure defined in Section 2.1. So by using the newly proposed AD measure one could provide a better, more uniform comparison, satisfying all set set properties for it also taking the probability distribution of incomes into account. Similar conclusions would hold in case of the other examples mentioned in Section 1.

## 4 Extensions of the $A D_{b}^{n}$ measure to other data types

So far I have shown how the adjusted difference of values of a simple variable with a continuous domain can be calculated. Now let's see how this simple measure could be extended to be able to be used on other data types too.

## 4.1 $A D_{b}^{n}$ on discrete variables

Until now, I have implicitly only talked about the difference of values of a continuous variable. And what happens if the variable is discrete rather than continuous? Well, the probability distribution of a discrete variable is defined by a discrete probability mass function instead of a continuous probability density function. To calculate an adjusted difference based on this, I propose two different options.

First, although the domain of a probability mass function is always discrete, the function underlying it can usually be interpreted as a continuous function too. Therefore one logical solution would be to use this continuous version of the probability mass function for the calculations (which can be denoted as cpmf), and this way the same calculations could be used as in case of continuous variables, just the weight function
would change as follows:

$$
\begin{equation*}
w_{b}^{n}(x)=\left(\log _{b}\left(1+\frac{1}{c p m f(x)}\right)\right)^{n} \tag{19}
\end{equation*}
$$

Second, if it is not possible or desired to interpret the probability mass function as a continuous function, then there is another possibility. In this case the difference between two adjacent discrete values, so basically the interval between them, needs to be weighted, where the value of the weight function is only known at the endpoints of that interval. In the absence of any further information available, the best solution is to use the mean weight of the endpoints of the interval in case of all points of the interval, and do the calculations according to this (actually, this is the same as approximating the integral of an implicit $c p m f$ on the given interval using the trapezoid rule). And if a weighted difference between two adjacent points can be calculated like this, then an adjusted difference between any two points can be calculated by computing the weighted sum of the intervals between the two points. So in this case the calculation of the integral is replaced by the calculation of a weighted sum:

$$
\begin{equation*}
A D_{b}^{n}(p, q)=\sum_{i \in[q, p]} l(i) * \operatorname{meanw}_{b}^{n}(i) \tag{20}
\end{equation*}
$$

, where $i$ runs through all the intervals between the values $q$ and $p, l(i)$ denotes the length of the interval $i$ and:

$$
\begin{gather*}
\operatorname{meanw}_{b}^{n}(i)=\frac{w_{b}^{n}(\text { lowerend }(i))+w_{b}^{n}(\text { upperend }(i))}{2}  \tag{21}\\
w_{b}^{n}(x)=\left(\log _{b}\left(1+\frac{1}{p m f(x)}\right)\right)^{n} \tag{22}
\end{gather*}
$$

, where lowerend $(i)$ and upperend $(i)$ denote the lower and upper endpoints of the interval, respectively.

Here the normalized versions of the adjusted difference are calculated as follows:

$$
\begin{gather*}
A D N_{b}^{n}(p, q)=\frac{(\max -\min ) \sum_{i \in[q, p]} l(i) * \operatorname{meanw}_{b}^{n}(i)}{\sum_{j \in[\min , \max ]} l(j) * \operatorname{meanw}_{b}^{n}(j)}  \tag{23}\\
A D P P_{b}^{n}(p, q)=\frac{\sum_{i \in[q, p]} l(i) * \operatorname{meanw}_{b}^{n}(i)}{\sum_{j \in[\min , \max ]} l(j) * \operatorname{meanw}_{b}^{n}(j)} \tag{24}
\end{gather*}
$$

With this extension of the AD measure, one can, for example, determine which interventions have been the most influential in reducing the number of road accidents, based on the implementation year of the interventions and on the statistics of road accidents for a sequence of years (e.g. from Peden et al., 2004, Ruikar et al., 2013 or Eurostat, 2018), from which the probability mass function of road accidents can be estimated.

Similarly to the continuous case, the $A D$ measure on discrete variables could result in infinite $A D$ values over a finite interval in case of such pmfs that have a zero probability at any point, which would result in an infinite weight at that point. This could be avoided with the same extension to the weight function as in the continuous case.

## 4.2 $A D_{b}^{n}$ on intervals of a variable

It is also a common situation that one has to compute the difference between intervals, for example between two confidence intervals. Here I also propose two different versions on computing the adjusted difference between intervals of a variable. The first version uses the standard interval arithmetic, namely:

$$
\begin{equation*}
A D_{b}^{n}([p, q],[s, t])=\left[A D_{b}^{n}(p, t), A D_{b}^{n}(q, s)\right] \tag{25}
\end{equation*}
$$

However, I also propose the use of an alternative calculation, which can substitute the first one depending on the problem:

$$
\begin{equation*}
A D_{b}^{n}([p, q],[s, t])=\left[A D_{b}^{n}(p, s), A D_{b}^{n}(q, t)\right] \tag{26}
\end{equation*}
$$

, which actually returns an interval created from the adjusted differences between the lower endpoints and between the upper endpoints of the original intervals. One can choose which one is more suitable depending on the problem for which it is used.

Further, often it would be useful to get a single value as the result of the difference between two intervals instead of an interval. So it would be worth trying to come up with a method that returns an aggregate value as the result. Basically, this can be easily done by any aggregate function called on the endpoints of the resulting interval (in case of any of the above two versions):

$$
\begin{equation*}
A D_{b}^{n}([p, q],[s, t])=\operatorname{aggregate}\left(A D_{b}^{n}(p, t), A D_{b}^{n}(q, s)\right) \tag{27}
\end{equation*}
$$

or

$$
\begin{equation*}
A D_{b}^{n}([p, q],[s, t])=\operatorname{aggregate}\left(A D_{b}^{n}(p, s), A D_{b}^{n}(q, t)\right) \tag{28}
\end{equation*}
$$

For example, most intuitively, the average function can be chosen as their aggregate function.

These calculations can be used in case of both discrete and continuous variables. As noted before, this extension makes the measure perfectly suitable to compare confidence intervals, for example to determine which interventions improved breastfeeding practices more (Rollins et al., 2016), but not by comparing the simple improvement values as normal, but rather their confidence intervals. But of course it can be used to compare any types of interval values, not just confidence intervals, for example comparing the weather conditions of days, where each day is described by the range of the temperatures in ${ }^{\circ} \mathrm{C}$ for that given day.

## 4.3 $A D_{b}^{n}$ on multivariate variables (or on k -tuples of a variable, which can be considered as a special case of a multivariate variable)

The calculation of the adjusted difference can be very easily extended to multivariate variables. Simply the univariate probability density function should be replaced by the multivariate probability density function, and then all calculations can remain the same except that the integral should be calculated with regard to all the variables. So the
result is a single real-valued adjusted difference, similarly as it is in case of a univariate variable:

$$
\begin{gather*}
A D_{b}^{n}\left(\left[p_{1}, p_{2}, \ldots, p_{k}\right],\left[q_{1}, q_{2}, \ldots, q_{k}\right]\right)= \\
\int_{q 1}^{p 1} \int_{q 2}^{p 2} \cdots \int_{q k}^{p k} w_{b}^{n}\left(x_{1}, x_{2}, \ldots, x_{k}\right) d x_{k} \ldots d x_{2} d x_{1}  \tag{29}\\
\left(w_{b}^{n}\left(x_{1}, x_{2}, \ldots, x_{k}\right)=\right. \\
\left(\log _{b}\left(1+\frac{1}{p d f\left(x_{1}, x_{2}, \ldots, x_{k}\right)}\right)\right)^{n} \tag{30}
\end{gather*}
$$

These calculations can be extended to (partly or completely) discrete multivariate variables too. If some or all the used variables would be discrete, then in case of these variables the integrals should be replaced by sums, in a very similar way as it was shown in case of discrete univariate variables in Section 4.1.

However, there might be situations when it would be more favorable to get an adjusted difference for all the dimensions of the multivariate variable separately, instead of an aggregate value. Therefore another possible extension of the adjusted difference measure for multivariate variables would be the calculation of the adjusted difference in case of each dimension separately, resulting in a multivariate value:

$$
\begin{array}{r}
A D_{b}^{n}\left(\left[p_{1}, p_{2}, \ldots, p_{k}\right],\left[q_{1}, q_{2}, \ldots, q_{k}\right]\right)= \\
{\left[A D_{b}^{n}\left(p_{1}, q_{1}\right), A D_{b}^{n}\left(p_{2}, q_{2}\right), \ldots, A D_{b}^{n}\left(p_{k}, q_{k}\right)\right]} \tag{31}
\end{array}
$$

These calculations can also be used in case of both (partly or completely) discrete and continuous variables. With the help of this extension, one can easily compare more complex, multivariate variables too, for example analyzing road accident statistics for different years not just by the number of deaths, but using both the number of persons injured and the number of persons killed (Ruikar et al., 2013). Further, they can also be used to compare weather conditions for days given by multiple attributes, including average temperature, average humidity, maximum wind power, the amount of rain, etc, to name another example.

## 5 Conclusion

In this article I have established the need for and the required properties of a measure that is able to represent an adjusted difference between values of a variable. Then I have evaluated the possibilities thoroughly, and presented a measure, with a suggested general parameter setting, which satisfies every previously stated requirement and that can be fitted to any problem by the adjustment of its parameters. Following this, I have also presented ways to extend this measure beyond the comparison of simple values of a continuous variable, to be able to calculate the adjusted difference between discrete values, intervals and multivariate values too.

Based on the thorough tests conducted, it can be said that the proposed measure also takes the probability density function underlying the given variable and the possible
bounds of its domain into account. It eliminates all the shortcomings of the previous (conventional) measures and unites their positive properties, therefore it constitutes a much better measure than the previous ones. This new measure has a general usability, it can be used in basically any situation where the probability distribution of the given variable is known. Although I have given a suggested general parameter setting, the properties of this measure can be adjusted using its parameters in case of special needs.
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Table 1: A representative sample of result of the $A D P P_{e}^{n}(p, q)$ measure in case of a continuous variable having a bounded domain $[0,1]$ and following different probability distributions, using different values $(0.25,0.5$ and 1$)$ as the parameter $n$ (exponent). Abbreviations: D denotes the absolute difference between p and q , $\operatorname{Beta}(\alpha, \beta)$ denotes a Beta distribution (Pearson, 1895) with shape parameters $\alpha$ and $\beta, \operatorname{Tr} \operatorname{Nr}(\mu, \sigma)$ denotes a Normal distribution (Gauss, 1809) with mean $\mu$ and standard deviation $\sigma$ truncated to the domain [0,1], and Bates(n) denotes a Bates distribution (Bates, 1955) of the mean of n random variables.

| p | q | D | $\operatorname{Beta}(0.1,0.1)$ |  |  | Beta (5,5) |  |  | $\operatorname{Tr} \mathrm{Nr}(0.5,0.1)$ |  |  | Bates(5) |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | 0.25 | 0.5 | 1 | 0.25 | 0.5 | 1 | 0.25 | 0.5 | 1 | 0.25 | 0.5 | 1 |
| 1.000 | 0.990 | 0.0 | 0.005 | 0.003 | 0.001 | 0.019 | 0.032 | 0.075 | 0.015 | 0.021 | 0.033 | 0.018 | 0.031 | 0.067 |
| 0.990 | 0.980 | 0.01 | 0.007 | 0.005 | 0.002 | 0.017 | 0.026 | 0.049 | 0.015 | 0.02 | 0.032 | 0.017 | 0.025 | 0.046 |
| 0.950 | 0.940 | 0.0 | 0.009 | 0.008 | 0.0 | 0.0 | 0.019 | 0.025 | 0. | 0. | 0.026 | 0.014 | 0.019 | 0.026 |
| 0.750 | 0.740 | 0.0 | 0.010 | 0.011 | 0.0 | 0.009 | 0.00 | 0.0 | 0.010 | 0.009 | 0.005 | 0.009 | 0.007 | 0.004 |
| 0.505 | 0.495 | 0.01 | 0.01 | 0.01 | 0.01 | 0.00 | 0.0 | 0.002 | 0.006 | 0.003 | 0.001 | 0.007 | 0.004 | 0.001 |
| 0.2 | 0.2 | 0. | 0.01 | 0.0 | 0. | 0.009 | 0.007 | 0.004 | 0.010 | 0.009 | 0.005 | 0.009 | 0.007 | 0.004 |
| 0.010 | 0. | 0 | 0 | 0. | 0. | 0. | 0.032 | 0. | 0. | 0. | 0.033 | 0.018 | 0.031 | 0.067 |
| 1.000 | 0.950 | 0.0 | 0.037 | 0.02 | 0.0 | 0.08 | 0.1 | 0.2 | 0.074 | 0. | 0.151 | 0.081 | 0.121 | 0.211 |
| 0.990 | 0.9 | 0.0 | 0.0 | 0.03 | 0.0 | 0.0 | 0. | 0.176 | 0. | 0.098 | 4 | 0.077 | 9 | 70 |
| 0.9 | 0. | 0. | 0. | 0. | 0. | 0 | 0 | 0 | 0 | 0.089 | 7 | 9 | 6 | 6 |
| 0 | 0. | 0. | 0. | 0. | 0. | 0 | 0.034 | 0. | 0. | 0.038 | 0.022 | 0.043 | 0.034 | 0.017 |
| 0.525 | 0.47 | 0.05 | 0.05 | 0.05 | 0.06 | 0.036 | 0.02 | 0.008 | 0.029 | 0.015 | 0.003 | 0.033 | 0.020 | 0.005 |
| 0.3 | 0.2 | 0.0 | 0.052 | 0.0 | 0.0 | 0. | 0. | 0. | 0. | 0.038 | 0.022 | 0.043 | 0.034 | 7 |
| 0. | 0. | 0. | 0. | 0. | 0. | 0 | 0 | 0 | 0 | 0.101 | 0 | 1 | 0.121 | 0.211 |
| 1. | 0. | 0. | 0. | 0. | 0. | 0. | 0.207 | 0. | 0.1 | 0.189 | 0.267 | 0.150 | 0.207 | 0.317 |
| 0.990 | 0.890 | 0.10 | 0.087 | 0.07 | 0.05 | 0.143 | 0.189 | 0.266 | 0.142 | 0.184 | 0.254 | 0.144 | 0.191 | 0.266 |
| 0.950 | 0.85 | 0. | 0.0 | 0.0 | 0. | 0. | 0.148 | 0 | 0. | 0.165 | 0.203 | 0.130 | 0.155 | 0.173 |
| 0.7 | 0.6 | 0. | 0.1 | 0. | 0. | 0. | 0. | 0. | 0. | 0.067 | 0.034 | 0.082 | 0.062 | 0.028 |
| 0.550 | 0.450 | 0.1 | 0.10 | 0. | 0.1 | 0. | 0.048 | 0.016 | 0.058 | 0.031 | 0.007 | 0.066 | 0.040 | 0.011 |
| 0.350 | 0.25 | 0.1 | 0.105 | 0.1 | 0.117 | 0.083 | 0.063 | 0.029 | 0.085 | 0.067 | 0.034 | 0.082 | 0.062 | 0.028 |
| 0.100 | 0.000 | 0.1 | 0.083 | 0.070 | 0.050 | 0.149 | 0.207 | 0.326 | 0.14 | 0.189 | 0.267 | 0.150 | 0.207 | 0.317 |
| 1.000 | 0.750 | 0.25 | 0.23 | 0.220 | 0.197 | 0.307 | 0.362 | 0.445 | 0.3 | 0.379 | 0.451 | 0.315 | 0.373 | 0.453 |
| 0.990 | 0.740 | 0.25 | 0.239 | 0.228 | 0.207 | 0.297 | 0.337 | 0.374 | 0.315 | 0.367 | 0.424 | 0.305 | 0.350 | 0.390 |
| 0.950 | 0.700 | 0.25 | 0.249 | 0.247 | 0.238 | 0.268 | 0.273 | 0.236 | 0.292 | 0.317 | 0.323 | 0.277 | 0.287 | 0.258 |
| 0.750 | 0.500 | 0.25 | 0.266 | 0.280 | 0.303 | 0.193 | 0.138 | 0.055 | 0.179 | 0.121 | 0.049 | 0.185 | 0.127 | 0.047 |
| 0.625 | 0.375 | 0.25 | 0.268 | 0.284 | 0.312 | 0.182 | 0.122 | 0.043 | 0.153 | 0.085 | 0.022 | 0.169 | 0.105 | 0.031 |
| 0.500 | 0.250 | 0.25 | 0.266 | 0.280 | 0.303 | 0.193 | 0.138 | 0.055 | 0.179 | 0.121 | 0.049 | 0.185 | 0.127 | 0.047 |
| 0.250 | 0.000 | 0.25 | 0.234 | 0.220 | 0.197 | 0.307 | 0.362 | 0.445 | 0.321 | 0.379 | 0.451 | 0.315 | 0.373 | 0.453 |

Table 2: A representative sample of result of the $A D_{e}^{0.5}(p, q)$ and $A D P P_{e}^{0.5}(p, q)$ measures in case of a continuous variable with bounded domain $[0,1]$. Abbreviations: for $\mathrm{D}, \operatorname{Beta}(\alpha, \beta), \operatorname{Tr} \mathrm{Nr}(\mu, \sigma)$ and Bates(n) see Table $1, \mathrm{RD} \%$ is the relative difference between p and q in percentages, and RDE\% is the relative difference of error between p and q in percentages, $A D$ denotes $A D_{e}^{0.5}(p, q)$ and $A D P P$ denotes $A D P P_{e}^{0.5}(p, q)$.

| p | q | D | RD\% | RDE\% | $\operatorname{Beta}(0.1,0.1)$ |  |  | $\operatorname{Beta}(5,5)$ | $\operatorname{Tr} \operatorname{Nr}(0.5,0.1)$ |  | Bates(5) |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 1.0000 | 0.0000 | 1.000 | $\infty$ | -100.0 | 1.2080 | 1.0000 | 1.2362 | 1.0000 | 1.5606 | 1.0000 | 1.3639 | 1.0000 |
| 1.0000 | 0.9990 | 0.001 | 0.10 | -100.0 | 0.0001 | 0.0001 | 0.0050 | 0.0040 | 0.0033 | 0.0021 | 0.0052 | 0.0038 |
| 0.9900 | 0.9890 | 0.001 | 0.10 | -9. | 0.000 | 0.0004 | 0.0034 | 0.0028 | 0.0033 | 0.0021 | 0.0037 | 0.0027 |
| 0.9500 | 0.9490 | 0.001 | 0.11 | -2. | 0.0009 | 0.000 | 0.002 | 0.0019 | 0.0030 | 0.0019 | 0.0027 | 0.0020 |
| 0.7500 | 0.7490 | 0.001 | 0.13 | -0.4 | 0.0013 | 0.0011 | 0.000 | 0.0007 | 0.0014 | 0.0009 | 0.0010 | 0.0008 |
| 0.5005 | 0.4995 | 0.001 | 0.20 | -0.2 | 0.0 | 0.0 | 0.00 | 0.0005 | 0.0005 | 0.0003 | 0.0005 | 0.0004 |
| 0.2510 | 0.2500 | 0.001 | 0.40 | -0. | 0.00 | 0.00 | 0.000 | 0.0007 | 0.0014 | 0.0009 | 0.0010 | 0.0008 |
| 0.0010 | 0.0000 | 0.001 | $\infty$ | -0.1 | 0.0001 | 0.000 | 0.005 | 0.0040 | 0.0033 | 0.0021 | 0.0052 | 0.0038 |
| 1.0000 | 0.9900 | 0.01 | 1.0 | -100.0 | 0.0 | 0.0 | 0.03 | 0.0 | 0.0330 | 0.0211 | 0.0417 | 0.0305 |
| 0.9900 | 0.9 | 0.0 | 1.02 | -5 | 0. | 0. | 0. | 0.0262 | 0.0322 | 0.0206 | 0.0346 | 4 |
| 0.9500 | 0.9400 | 0.010 | 1.06 | -16. | 0.00 | 0.0077 | 0.02 | 0.0 | 0. | 0.0187 | 0.0260 | 0.0190 |
| 0.7500 | 0.7400 | 0.010 | 1.35 | -3.8 | 0.0130 | 0.0108 | 0.0089 | 0.0072 | 0.0134 | 0.0086 | 0.0102 | 0.0075 |
| 0.5050 | 0.4950 | 0.0 | 2. | -2 | 0.0 | 0. | 0.0 | 0. | 0.0047 | 0.0030 | 0.0054 | 0.0039 |
| 0.2600 | 0.2500 | 0.0 | 4.00 | -1.3 | 0. | 0.0108 | 0. | 0. | 0. | 6 | 0.0102 | 75 |
| 0.0100 | 0.0000 | 0.010 | $\infty$ | -1. | 0.003 | 0.0030 | 0.039 | 0.0 | 0.0330 | 0.0211 | 0.0417 | 0.0305 |
| 1.0000 | 0.950 | 0.0 | 5.26 | -10 | 0. | 0. | 0.1 | 0.1 | 0.1573 | 0.1008 | 0.1645 | 0.1206 |
| 0.9900 | 0.9 | 0.05 | 5. | -8 | 0. | 0. | 0. | 0 | 0. | 0.0984 | 0.1488 | 1 |
| 0.9500 | 0.9000 | 0.050 | 5.5 | -50. | 0.050 | 0.0417 | 0.1 | 0.0838 | 0.1383 | 0.0886 | 0.1177 | 0.0863 |
| 0.7500 | 0.7000 | 0.050 | 7.14 | -16. | 0.0657 | 0.0544 | 0.041 | 0.0338 | 0.0598 | 0.0383 | 0.0467 | 0.0343 |
| 0.5250 | 0.47 | 0.0 | 10 | -9 | 0. | 0. | 0. | 0 | 0.0238 | 0.0152 | 0.0269 | 0.0197 |
| 0.3000 | 0.2500 | 0.050 | 20.0 | -6. | 0.0657 | 0.0544 | 0.0 | 0.0338 | 0.0598 | 0.0383 | 0.0467 | 0.0343 |
| 0.0500 | 0.0000 | 0.050 | $\infty$ | -5.0 | 0.0339 | 0.0280 | 0.1526 | 0.1235 | 0.1573 | 0.1008 | 0.1645 | 0.1206 |
| 1.0000 | 0.9000 | 0.100 | 11.1 | -100. | 0.0842 | 0.0697 | 0.2 | 0.2072 | 0.2956 | 0.1894 | 0.2822 | 0.2069 |
| 0.9900 | 0.8900 | 0.100 | 11 | -9 | 0.0 | 0.075 | 0.2 | 0.1893 | 0.2879 | 0.1845 | 0.2610 | 0.1913 |
| 0.9500 | 0.8500 | 0.100 | 11.76 | -66.7 | 0.1074 | 0.0889 | 0.1828 | 0.1479 | 0.2571 | 0.1647 | 0.2112 | 0.1549 |
| 0.7500 | 0.6500 | 0.100 | 15.38 | -28.6 | 0.1327 | 0.1098 | 0.0780 | 0.0631 | 0.1039 | 0.0666 | 0.0847 | 0.0621 |
| 0.5500 | 0.4500 | 0.100 | 22 | -18. | 0.1376 | 0.1139 | 0.0587 | 0.0475 | 0.0482 | 0.0309 | 0.0542 | 0.0397 |
| 0.3500 | 0.2500 | 0.100 | 40.00 | -13.3 | 0.1327 | 0.1098 | 0.0780 | 0.0631 | 0.1039 | 0.0666 | 0.0847 | 0.0621 |
| 0.1000 | 0.0000 | 0.100 | $\infty$ | -10.0 | 0.0842 | 0.069 | 0.2562 | 0.2072 | 0.2956 | 0.1894 | 0.2822 | 0.2069 |
| 1.0000 | 0.7500 | 0.250 | 33.33 | -100.0 | 0.2661 | 0.2202 | 0.4478 | 0.3622 | 0.5922 | 0.3795 | 0.5093 | 0.3734 |
| 0.9900 | 0.7400 | 0.250 | 33.78 | -96.2 | 0.2754 | 0.2280 | 0.4170 | 0.3373 | 0.5726 | 0.3669 | 0.4778 | 0.3504 |
| 0.9500 | 0.7000 | 0.250 | 35.71 | -83.3 | 0.2979 | 0.2466 | 0.3370 | 0.2726 | 0.4947 | 0.3170 | 0.3915 | 0.2871 |
| 0.7500 | 0.5000 | 0.250 | 50.00 | -50.0 | 0.3380 | 0.2798 | 0.1703 | 0.1378 | 0.1881 | 0.1205 | 0.1726 | 0.1266 |
| 0.6250 | 0.3750 | 0.250 | 66.67 | -40.0 | 0.3428 | 0.2838 | 0.1514 | 0.1224 | 0.1332 | 0.0853 | 0.1426 | 0.1046 |
| 0.5000 | 0.2500 | 0.250 | 100.00 | -33.3 | 0.3380 | 0.2798 | 0.1703 | 0.1378 | 0.1881 | 0.1205 | 0.1726 | 0.1266 |
| 0.2500 | 0.0000 | 0.250 | $\infty$ | -25.0 | 0.2661 | 0.2202 | 0.4478 | 0.3622 | 0.5922 | 0.3795 | 0.5093 | 0.3734 |

Table 3: A representative sample of result of the $A D_{e}^{0.5}(p, q)$ measure in case of a continuous variable with semi-bounded domain $[0, \infty)$. Abbreviations: for D and RD\% see Table 2, CS $(\nu)$ denotes a Chi-square distribution (Helmert, 1876) with $\nu$ degrees of freedom (it is actually a special case of the generalized Gamma distribution (Amoroso, 1925)), $\mathrm{G}(\alpha, \beta, \gamma, \mu)$ denotes a generalized Gamma distribution (Amoroso, 1925) with shape parameters $\alpha$ and $\gamma$, scale $\beta$ and location $\mu, \mathrm{LN}(\mu, \sigma)$ denotes a lognormal distribution (Galton, 1879) with mean $\mu$ and standard deviation $\sigma, \operatorname{IG}(\mu, \lambda)$ denotes an inverse Gaussian distribution (Schrödinger, 1915) (also known as a Wald distribution) with mean $\mu$ and scale $\lambda$, and $\mathrm{E}(\lambda)$ denotes an Exponential distribution (Kondo, 1930) with inverse scale (rate) $\lambda$ (it is actually also a special case of the generalized Gamma distribution).

| p | q | D | RD\% | CS(1) | CS(5) | $\mathrm{G}(1,1,1,0)$ | $\mathrm{G}(5,1,1,0)$ | $\mathbf{L N}(0,1)$ | IG(1,1) | E(5) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10.00 | 0.00 | 10.0 | $\infty$ | 19.786 | 16.163 | 21.526 | 16.949 | 18.619 | 21.219 | 45.170 |
| 10.00 | 9.90 | 0.1 | 1.0 | 0.265 | 0.189 | 0.315 | 0.199 | 0.242 | 0.290 | 0.694 |
| 9.90 | 9.80 | 0.1 | 1.0 | 0.264 | 0.188 | 0.314 | 0.197 | 0.241 | 0.289 | 0.690 |
| 9.50 | 9.40 | 0.1 | 1.1 | 0.260 | 0.185 | 0.307 | 0.192 | 0.239 | 0.284 | 0.676 |
| 7.50 | 7.40 | 0.1 | 1.4 | 0.238 | 0.167 | 0.273 | 0.163 | 0.223 | 0.259 | 0.597 |
| 5.05 | 4.95 | 0.1 | 2.0 | 0.206 | 0.149 | 0.224 | 0.138 | 0.196 | 0.222 | 0.484 |
| 2.60 | 2.50 | 0.1 | 4.0 | 0.165 | 0.142 | 0.162 | 0.145 | 0.155 | 0.169 | 0.334 |
| 0.60 | 0.50 | 0.1 | 20.0 | 0.111 | 0.180 | 0.100 | 0.248 | 0.099 | 0.090 | 0.119 |
| 0.20 | 0.10 | 0.1 | 100.0 | 0.084 | 0.223 | 0.088 | 0.331 | 0.110 | 0.101 | 0.059 |
| 0.10 | 0.00 | 0.1 | $\infty$ | 0.064 | 0.263 | 0.085 | 0.403 | 0.180 | 0.370 | 0.048 |
| 10.00 | 9.50 | 0.5 | 5.3 | 1.317 | 0.936 | 1.561 | 0.980 | 1.203 | 1.437 | 3.433 |
| 9.90 | 9.40 | 0.5 | 5.3 | 1.311 | 0.932 | 1.553 | 0.973 | 1.200 | 1.431 | 3.415 |
| 9.50 | 9.00 | 0.5 | 5.6 | 1.290 | 0.914 | 1.521 | 0.943 | 1.185 | 1.408 | 3.341 |
| 7.50 | 7.00 | 0.5 | 7.1 | 1.177 | 0.827 | 1.346 | 0.804 | 1.103 | 1.283 | 2.943 |
| 5.25 | 4.75 | 0.5 | 10.5 | 1.029 | 0.745 | 1.119 | 0.690 | 0.980 | 1.111 | 2.418 |
| 3.00 | 2.50 | 0.5 | 20.0 | 0.845 | 0.711 | 0.838 | 0.712 | 0.794 | 0.872 | 1.741 |
| 1.00 | 0.50 | 0.5 | 100.0 | 0.595 | 0.852 | 0.533 | 1.134 | 0.522 | 0.498 | 0.747 |
| 0.60 | 0.10 | 0.5 | 500.0 | 0.497 | 0.990 | 0.470 | 1.418 | 0.501 | 0.441 | 0.442 |
| 0.50 | 0.00 | 0.5 | $\infty$ | 0.450 | 1.073 | 0.455 | 1.574 | 0.582 | 0.721 | 0.371 |
| 10.00 | 9.00 | 1.0 | 11.1 | 2.607 | 1.850 | 3.082 | 1.923 | 2.389 | 2.846 | 6.773 |
| 9.90 | 8.90 | 1.0 | 11.2 | 2.596 | 1.841 | 3.066 | 1.908 | 2.382 | 2.834 | 6.736 |
| 9.50 | 8.50 | 1.0 | 11.8 | 2.553 | 1.806 | 3.000 | 1.850 | 2.352 | 2.787 | 6.586 |
| 7.50 | 6.50 | 1.0 | 15.4 | 2.323 | 1.634 | 2.645 | 1.576 | 2.183 | 2.531 | 5.777 |
| 5.50 | 4.50 | 1.0 | 22.2 | 2.058 | 1.490 | 2.237 | 1.381 | 1.960 | 2.222 | 4.834 |
| 3.50 | 2.50 | 1.0 | 40.0 | 1.736 | 1.421 | 1.745 | 1.398 | 1.638 | 1.806 | 3.654 |
| 1.50 | 0.50 | 1.0 | 200.0 | 1.271 | 1.629 | 1.146 | 2.081 | 1.121 | 1.114 | 1.822 |
| 1.10 | 0.10 | 1.0 | 1000.0 | 1.110 | 1.822 | 1.019 | 2.506 | 1.037 | 0.963 | 1.261 |
| 1.00 | 0.00 | 1.0 | $\infty$ | 1.045 | 1.926 | 0.988 | 2.708 | 1.104 | 1.219 | 1.118 |
| 10.00 | 7.50 | 2.5 | 33.3 | 6.311 | 4.461 | 7.389 | 4.538 | 5.828 | 6.889 | 16.214 |
| 9.90 | 7.40 | 2.5 | 33.8 | 6.283 | 4.439 | 7.346 | 4.502 | 5.808 | 6.858 | 16.117 |
| 9.50 | 7.00 | 2.5 | 35.7 | 6.171 | 4.352 | 7.174 | 4.362 | 5.728 | 6.735 | 15.724 |
| 7.50 | 5.00 | 2.5 | 50.0 | 5.565 | 3.944 | 6.241 | 3.737 | 5.259 | 6.049 | 13.585 |
| 6.25 | 3.75 | 2.5 | 66.7 | 5.138 | 3.735 | 5.581 | 3.480 | 4.887 | 5.541 | 12.054 |
| 5.00 | 2.50 | 2.5 | 100.0 | 4.654 | 3.599 | 4.839 | 3.430 | 4.418 | 4.928 | 10.291 |
| 3.00 | 0.50 | 2.5 | 500.0 | 3.652 | 3.796 | 3.441 | 4.382 | 3.326 | 3.502 | 6.449 |
| 2.60 | 0.10 | 2.5 | 2500.0 | 3.357 | 4.038 | 3.135 | 4.986 | 3.088 | 3.151 | 5.365 |
| 2.50 | 0.00 | 2.5 | $\infty$ | 3.256 | 4.159 | 3.058 | 5.244 | 3.114 | 3.352 | 5.079 |

Table 4: A representative sample of result of the $A D_{e}^{0.5}(p, q)$ measure in case of a continuous variable with unbounded domain $(-\infty, \infty)$. Abbreviations: for D and $\mathrm{RD} \%$ see Table 2, $\mathrm{N}(\mu, \sigma)$ denotes a Normal distribution (Gauss, 1809) with mean $\mu$ and standard deviation $\sigma$ (it is actually a special case of the Stable distribution Lévy, 1925), C(a, b) denotes a Cauchy distribution (Poisson, 1824) with location a and scale b (it is actually also a special case of the Stable distribution), $\mathrm{L}(\mu, \beta)$ denotes a Laplace distribution (Laplace, 1774) with location $\mu$ and scale $\beta, \mathrm{S}(\alpha, \beta, \mu, \sigma)$ denotes a Stable distribution (Lévy, 1925) with stability $\alpha$, skewness $\beta$, location $\mu$ and scale $\sigma, \operatorname{Lc}(\mu, \beta)$ denotes a Logistic distribution (Verhulst, 1838) with mean $\mu$ and scale $\beta$, and $\operatorname{ST}(\nu)$ denotes a Student's t-distribution (Student, 1908) with $\nu$ degrees of freedom.

| p | q | D | RD\% | $\mathrm{N}(0,1)$ | $\mathrm{N}(0,5)$ | $\mathrm{C}(0,1)$ | $L(0,1)$ | $\mathrm{S}(1.5,0,0,1)$ | $\mathrm{Lc}(0,1)$ | ST(5) |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| 10.00 | -10.00 | 20.0 | -200.0 | 75.231 | 35.872 | 39.887 | 46.209 | 41.711 | 44.065 | 47.137 |
| 10.00 | 9.90 | 0.1 | 1.0 | 0.710 | 0.213 | 0.240 | 0.326 | 0.262 | 0.315 | 0.317 |
| 9.90 | 9.80 | 0.1 | 1.0 | 0.703 | 0.212 | 0.239 | 0.325 | 0.261 | 0.314 | 0.316 |
| 7.50 | 7.40 | 0.1 | 1.4 | 0.535 | 0.191 | 0.228 | 0.285 | 0.246 | 0.273 | 0.291 |
| 5.05 | 4.95 | 0.1 | 2.0 | 0.366 | 0.175 | 0.210 | 0.239 | 0.223 | 0.224 | 0.252 |
| 2.60 | 2.50 | 0.1 | 4.0 | 0.205 | 0.165 | 0.179 | 0.181 | 0.175 | 0.166 | 0.187 |
| 0.20 | 0.10 | 0.1 | 100.0 | 0.112 | 0.161 | 0.120 | 0.110 | 0.123 | 0.127 | 0.114 |
| 0.10 | 0.00 | 0.1 | $\infty$ | 0.112 | 0.161 | 0.119 | 0.106 | 0.122 | 0.127 | 0.114 |
| 0.00 | -0.10 | 0.1 | -100.0 | 0.112 | 0.161 | 0.119 | 0.106 | 0.122 | 0.127 | 0.114 |
| -4.95 | -5.05 | 0.1 | -2.0 | 0.366 | 0.175 | 0.210 | 0.239 | 0.223 | 0.224 | 0.252 |
| -9.90 | -10.00 | 0.1 | -1.0 | 0.710 | 0.213 | 0.240 | 0.326 | 0.262 | 0.315 | 0.317 |
| 10.00 | 9.50 | 0.5 | 5.3 | 3.480 | 1.054 | 1.195 | 1.616 | 1.303 | 1.561 | 1.578 |
| 9.90 | 9.40 | 0.5 | 5.3 | 3.445 | 1.049 | 1.193 | 1.608 | 1.301 | 1.553 | 1.573 |
| 7.50 | 7.00 | 0.5 | 7.1 | 2.608 | 0.950 | 1.133 | 1.409 | 1.224 | 1.346 | 1.440 |
| 5.25 | 4.75 | 0.5 | 10.5 | 1.832 | 0.877 | 1.050 | 1.193 | 1.113 | 1.120 | 1.259 |
| 3.00 | 2.50 | 0.5 | 20.0 | 1.085 | 0.829 | 0.912 | 0.932 | 0.902 | 0.856 | 0.969 |
| 0.60 | 0.10 | 0.5 | 500.0 | 0.571 | 0.807 | 0.617 | 0.580 | 0.621 | 0.640 | 0.581 |
| 0.50 | 0.00 | 0.5 | $\infty$ | 0.567 | 0.807 | 0.608 | 0.564 | 0.617 | 0.638 | 0.576 |
| 0.40 | -0.10 | 0.5 | -500.0 | 0.564 | 0.807 | 0.603 | 0.551 | 0.615 | 0.636 | 0.572 |
| -4.75 | -5.25 | 0.5 | -9.5 | 1.832 | 0.877 | 1.050 | 1.193 | 1.113 | 1.120 | 1.259 |
| -9.50 | -10.00 | 0.5 | -5.0 | 3.480 | 1.054 | 1.195 | 1.616 | 1.303 | 1.561 | 1.578 |
| 10.00 | 9.00 | 1.0 | 11.1 | 6.786 | 2.085 | 2.379 | 3.192 | 2.593 | 3.082 | 3.132 |
| 9.90 | 8.90 | 1.0 | 11.2 | 6.716 | 2.076 | 2.375 | 3.177 | 2.588 | 3.066 | 3.122 |
| 7.50 | 6.50 | 1.0 | 15.4 | 5.042 | 1.881 | 2.250 | 2.773 | 2.428 | 2.646 | 2.846 |
| 5.50 | 4.50 | 1.0 | 22.2 | 3.664 | 1.754 | 2.100 | 2.386 | 2.224 | 2.240 | 2.517 |
| 3.50 | 2.50 | 1.0 | 40.0 | 2.331 | 1.666 | 1.863 | 1.927 | 1.865 | 1.772 | 2.016 |
| 1.10 | 0.10 | 1.0 | 1000.0 | 1.191 | 1.617 | 1.298 | 1.239 | 1.274 | 1.302 | 1.215 |
| 1.00 | 0.00 | 1.0 | $\infty$ | 1.173 | 1.616 | 1.275 | 1.207 | 1.262 | 1.294 | 1.196 |
| 0.90 | -0.10 | 1.0 | -1000.0 | 1.159 | 1.615 | 1.255 | 1.179 | 1.252 | 1.287 | 1.180 |
| -4.50 | -5.50 | 1.0 | -18.2 | 3.664 | 1.754 | 2.100 | 2.386 | 2.224 | 2.240 | 2.517 |
| -9.00 | -10.00 | 1.0 | -10.0 | 6.786 | 2.085 | 2.379 | 3.192 | 2.593 | 3.082 | 3.132 |
| 10.00 | 7.50 | 2.5 | 33.3 | 15.654 | 5.052 | 5.859 | 7.677 | 6.371 | 7.389 | 7.633 |
| 9.90 | 7.40 | 2.5 | 33.8 | 15.479 | 5.031 | 5.847 | 7.636 | 6.356 | 7.347 | 7.606 |
| 7.50 | 5.00 | 2.5 | 50.0 | 11.309 | 4.578 | 5.493 | 6.579 | 5.895 | 6.243 | 6.827 |
| 6.25 | 3.75 | 2.5 | 66.7 | 9.164 | 4.391 | 5.240 | 5.955 | 5.540 | 5.590 | 6.270 |
| 5.00 | 2.50 | 2.5 | 100.0 | 7.064 | 4.241 | 4.900 | 5.261 | 5.033 | 4.878 | 5.545 |
| 2.60 | 0.10 | 2.5 | 2500.0 | 3.681 | 4.069 | 3.751 | 3.662 | 3.609 | 3.562 | 3.637 |
| 2.50 | 0.00 | 2.5 | $\infty$ | 3.588 | 4.065 | 3.691 | 3.587 | 3.557 | 3.522 | 3.564 |
| 2.40 | -0.10 | 2.5 | -2500.0 | 3.502 | 4.061 | 3.634 | 3.515 | 3.507 | 3.485 | 3.494 |
| -3.75 | -6.25 | 2.5 | -40.0 | 9.164 | 4.391 | 5.240 | 5.955 | 5.540 | 5.590 | 6.270 |
| -7.50 | -10.00 | 2.5 | -25.0 | 15.654 | 5.052 | 5.859 | 7.677 | 6.371 | 7.389 | 7.633 |


[^0]:    * Corresponding author: dobo@inf.u-szeged.hu

