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Abstract—Nowadays face recognition plays a central role in
surveillance, biometrics and security. In this paper a Field-
Programmable Gate Array (FPGA) based low-cost real-time ar-
chitecture for face recognition is presented. The face recognition
module receives the detected faces from a video stream and
processes the data with the widely used Eigenfaces, also known
as the Principal Component Analysis (PCA) algorithm. The
architecture is implemented on a low-cost Zynq-Z7010 FPGA.
The proposed architecture is a part of a system, that capable of
finding faces in a crowd based on a preliminarily defined set of
faces. In the future it can be integrated into real-time surveillance
systems of frequently crowded places (e.g. airports, bus stations),
to sort out the supposed sources of threat, and hereby reduce
the risk of possible criminal actions.

I. INTRODUCTION

In the recent years automated person identification became
a widely studied area, because entry control and security are
playing a central role in the industry. Furthermore, public
places are exposed to criminal activity, therefore eliminating
threat sources from frequently crowded places also requires
the recognition of known criminals. Face recognition is a
well applicable solution to person identification, and has
many applications in surveillance, access management, law
enforcement and biometrics. In general the number of persons
to be identified are low, but there are places e.g. bus stations,
airports where a high number of faces need to be identified
in a very short amount of time. In the identification process
it is required to compare the face of the person to the faces
in the database. Therefore the recognition time depends on
the number and size of the stored faces. In order to identify
a person in real-time the usage of a specialized hardware is
necessary.

A widely used approach for face recognition is the Eigen-
faces approach, which means the usage Principal Component
Analysis (PCA) on a database containing human faces. Due
to the dimension reduction of the features the calculation can
be faster and the implementation is easier than other face
recognition approaches. It is concluded, that the Eigenfaces
is tolerant to small rotation, translation and scale changes [1].

In the literature various software-based approaches can be
found for face recognition. In [2] the applications of PCA
are discussed in vision based computing. The results showed,
that PCA based dimension reduction and image classification
has a potential for industrialization, but it requires large

amount of computation. A new two-dimensional technique
for PCA is shown in [3], where PCA is based on 2D image
matrices, rather than 1D. This 2DPCA is more efficient, than
simple PCA, but it requires more memory. A face recognition
algorithm based on a modular PCA approach is presented in
[4]. The modular approach performs better in various illumi-
nation and expression conditions, but the computational cost is
increased. Although the software-based PCA face recognition
implementations are capable of accurate classification, but
their real-time usage is not possible.

Field-Programmable Gate Arrays (FPGA) are applied to
improve computational efficiency with hardware parallelism,
therefore a high level of acceleration is possible. In the
literature several FPGA-based face recognition approaches can
be found. In [5] a real-time PCA-based portable emotion
detection system is proposed, which is capable of helping
autistic children understand facial emotions of other people.
The proposed architecture uses an optimized eigen calculation
with power-deflation iteration method, and implemented on
a Virtex-7 FPGA. The results showed a 82.3% detection
accuracy. An FPGA-based neural network, that capable of
PCA computation is presented in [6]. The algorithm was
implemented on a Virtex-2 FPGA, and this architecture can
recognize 1400 faces in an image frame, which makes it suit-
able for real-time face recognition. In [7] an FPGA-based face
recognition architecture is proposed, which performs PCA on
wavelet transformed images. The architecture is implemented
on a Virtex-2 Pro with 46.79 MHz and capable of 100%
classification accuracy with the usage of 40 eigenvectors/face.

In this paper a low-cost FPGA-based architecture for face
recognition is presented, which is capable of real-time classi-
fication of human faces using Eigenfaces, also known as the
PCA algorithm. The proposed face recognition architecture is
the part of an automated person identification system, which
enables real-time surveillance and threat monitoring.

The paper is organized as follows. In Section II the mathe-
matics and the operation of the Eigenfaces (PCA) is described
in detail. The automated person identifier system is presented
in Section III. The FPGA implementation of the Eigenfaces
can be read in Section IV. In Section V the results is presented,
while Section VI concludes the paper.



II. THE EIGENFACES METHOD

The main idea behind the Eigenfaces method is to use
only the most relevant information possible from the images
of human faces and make a comparison based on those
features between the faces. Using the variation of face images
for the comparison base is a simple, but efficient approach.
Mathematically that means the principal component extraction
of the face distribution, which is identical to calculate the
covariance matrix of the set of human face images and then
compute the eigenvectors of the covariance. The eigenvectors
are the features, that together describe the face images and can
be displayed as a ghostly face image, called the eigenface.
The eigenfaces characterize the variation between the face
images, therefore each human face can be reconstructed by
a linear combination of the eigenfaces. The eigenvectors with
the largest eigenvalues belongs to the highest variance between
the face images, so a subspace from the eigenfaces can be
spanned, that called the face space. Therefore each individual
human face can be characterized by a small set of eigenvectors,
which means a compact and efficient representation of the
original image.

The EigenFaces method or PCA can be separated into the
learning and the recognizing phase, as can be seen in Fig.
1. In the learning phase firstly a set of human face images
are needed, which will be the training set. Then calculate
the eigenfaces of the training set and define the face space.
Finally the projection of the face images onto the face space
is required, by computing the distribution in the face space
of each face image. These steps could be performed again
whenever a new face has to be learned. After the learning
phase ended, the recognizing phase can begin by computing
the eigenvectors of the face to be recognized. Finally the
projection to each eigenface is required, which will show the
degree of similarity between the input face image and the set
of training faces.

Furthermore it can be determined, that the input is a face
or another object by the distance between the projection result
and the elements of the face space. Also there is the potential
to learn the unknown faces if that face is already recognized
as unknown face several times.

A. Eigenface Calculation

A face image I is a two-dimensional NxN array containing
grayscale 0− 255 values. In the calculation of the eigenfaces
firstly the creation of column vectors is required from the
original face images. Consequently the length of the vectors
will be N2. The next step is to compute the mean face, which
can be done as follows:

Ψ =
1

M

M∑
n=1

Γn, (1)

where Ψ is the mean face, Γn is the nth face image from the
training set and M is the number of faces. Then the difference
from the average can be calculated:

Φi = Γi −Ψ, (2)

Fig. 1. Schematic diagram of the EigenFaces method

where Φi is the ith difference image. Based on the difference
images the distribution of the data has to be defined by finding
the orthonormal vectors u, also knowns as the eigenvectors.
The kth eigenvector can be chosen as:

λk =
1

M

M∑
n=1

uTk Φn
2
, (3)

where λk is the kth eigenvalue of the C covariance matrix:

C =
1

M

M∑
n=1

ΦnΦT
n = AAT , (4)

where the A matrix consists of the difference images
[Φ1Φ2...ΦM ]. However the covariance matrix has an N2xN2

dimension, and the computation of the eigenvectors could
be time and resource consuming even for small images.
Therefore a computationally feasible approach is required for
the eigenvector computation.

There is a practical solution for the problem. Based on the
number of images there will be only M−1 usable eigenvectors
with the highest eigenvalues, while the other eigenvectors have
eigenvalues close to zero. This scenario can be solved easily
by calculating the eigenvectors of a MxM dimension matrix,
rather than a 4096x4096 matrix. Taking the eigenvectors vi of
ATA as:

ATAvi = µivi, (5)

and multiplying (5) with the A matrix on both sides:

AATAvi = µiAvi, (6)

where µi is the ith corresponding eigenvalue, it can be seen,
that Avi is the eigenvector of the original covariance matrix



Fig. 2. Schematic diagram of the automatic person identification system

C. Using this method the eigenfaces of the M training face
images can be determined as follows:

ui =

M∑
k=1

vikΦk, i = 1 ... M (7)

Using this method the order of computations is only M , which
is the number of images in the training set, rather than N2,
which is the number of pixels in one image.

B. Classification

In the classification process a new face is projected onto the
face space as follows:

ωi = uTi (Γnew −Ψ), i = 1 ... M, (8)

where ωi is the ith projection value based on the ith eigenface
and the new face image Γnew. The projection values represent
the contribution to the corresponding eigenfaces to reconstruct
the input face. A vector Ω can be formed of the projection
values as follows:

Ω = [ω1 ω2 ... ωM ] (9)

Based on the Ω projection vector the most similar face can
easily determined by a distance metric as follows:

di = ||ΩT − Ωi||, i = 1 ... M, (10)

where ΩT is the projection matrix based on the training
images. The minimum of the distances will be the most similar
face to the new face [8]-[9].

III. OVERALL SYSTEM

The automatic person identification system which capable
of detecting and recognizing human faces can be seen in Fig.
2. The system consists of a video camera, a host PC, an FPGA,
and a display. In this research only the face recognition has
been implemented and tested on the FPGA hardware, the other
software parts of the system are running in MATLAB on the
PC. The configuration of the PC consists of a Core i7-4770
running on 3.4 GHz and 8 GB DDR3 RAM.

Fig. 3. Architecture of the face recognition system

The automatic identification system works as follows. The
video stream provided by the video camera is processed on the
host PC to detect faces using the Viola-Jones algorithm with
Haar-like features [10]. The detected faces are downscaled to
64x64 and vectorized, which is the preparation for the face
recognition with the Eigenfaces method. The FPGA can be
configured through the Gigabit Ethernet to learn or recognize
the transferred face, therefore it can be used to learn faces
automatically or to define the training database. The vectorized
faces are transferred via Gigabit Ethernet to the FPGA, which
classifies the faces in real-time based on the training database.
The classes of the identified faces then transferred back to the
PC, which visualizes the results on the monitor based on the
original video frame, the detected faces and the resulting face
classes.

IV. FPGA IMPLEMENTATION

The face recognition architecture was implemented on a
Zybo development board using Vivado 2016.4 and Vivado
High Level Synthesis (HLS). Vivado HLS enables the usage of
C/C++ or SystemC with some FPGA specific restriction. The
Zybo development board contains a a Zynq-Z7010 FPGA with
650 MHz dual-core Cortex-A9 microprocessor, an external
512 MB DDR3 memory with 1050 Mbps bandwidth, a high-
bandwith 1 Gigabit Ethernet, and other peripherals.

A. The architecture

The architecture of the proposed system is built-up from
six main parts as can be seen in Fig. 3. These are the ARM
Processor, the DMA Controller, the AXI-4 Interconnect, the
Memory Controller, the Board Memory and the EigenFace
Core.

The ARM Processor communicates with the host com-
puter via Gigabit Ethernet and controls the data-flow on
the AXI4-Lite and AXI4 buses. Furthermore it pre-calculates
the required matrices for the EigenFace Core. The Memory
Controller and the Board Memory are responsible to store the
human faces extracted from the video stream and also the
sub and final results of the classification process. The data



TABLE I
RESOURCE REQUIREMENTS OF THE EIGENFACES CORE

# BRAM(18K) DSP48E FF LUT

Available 120 80 35200 17600

Required 80 11 2802 4493

Utilization 66% 13% 7% 25%

transfer between the EigenFace Core and the Board Memory
is handled by the DMA Controller. In the memory the data
is stored sequentially, but the EigenFace Core requires it in a
mixed manner, therefore scatter-gather (SG) DMA instructions
are used. The EigenFace Core computes the algorithmic steps
of the EigenFaces method. In the first step it calculates the
mean face. In the second step difference from the mean
is computed for each face vector. As the third step the
eigenvectors are computed. In the fourth step the projection to
the face space is computed. In recognition mode, the distances
between the projections of the training set and the projection of
the input face should be calculated. In the EigenFaces Core
only the data for the actual step is stored, to minimize the
BRAM memory usage. The AXI-4 Interconnect provides the
connection between the parts of the system.

B. Implementation

In mean face calculation only addition and a multiplication
with the reciprocal of M is required at the end of each row,
when the faces are column vectors. This calculation can be
done parallel with a factor of 64, which is one dimension
of the faces. The eigenvector computation consists of three
matrix multiplication, which unfortunately can not be done
parallel due to data dependency. However the multiplication
of two matrices can use parallelism in the resulting matrix
element calculation, therefore one element of the new matrix
can be computed in a clock cycle. After one column of the
resulting matrix is computed it can be used immediately for
the next matrix multiplication. The projection step includes the
multiplication of each face vector with the eigenvector matrix,
which can be parallel with a factor of 64. Finally the euclidean
distance calculation is required, which is done serially due to
the high DSP requirements of the square roots.

V. RESULTS

The resource requirement of the EigenFace Core can be seen
in Table I. To maintain a low Block RAM memory usage, the
required matrices are loaded from the DDR3 memory in every
step and used immediately.

The FPGA implementation of the EigenFaces method has
been tested with the Faces94 database, which contains 20 face
images of 153 people. The facial expression on the images
are slightly varied. From the 153 people 8 were chosen for
testing. From the 20 images of the 8 people only 1 was used
for training and the other 19 for validation. Using these face

TABLE II
COMPARISON OF SYSTEM COSTS

Paper FPGA Cost (EUR) Face/Sec Cost / Face
/ Sec (EUR)

[5] Virtex-7 3613 - -

[6] Virtex-2 PRO 1045 - -

[7] Virtex-2 PRO 1045 43049 0.02

Proposed Zynq-Z7010 169 13026 0.013

images 95% recognition efficiency can be achieved, with a
13026 faces/second throughput on 100 MHz clock frequency.

A comparison with the system costs of previous works can
be seen in Table II, which shows that the proposed system
is more cost-efficient, than the similar real-time FPGA-based
systems.

VI. CONCLUSION

In this paper a low-cost real-time FPGA-based implemen-
tation of the EigenFaces method for human face recognition
is proposed.

The test results show that the architecture is capable of 95%
recognition accuracy, and can process 13026 faces in a second.
Furthermore, the architecture can be implemented on a low-
cost Zynq-z7010 FPGA.

Our future work is to implement a face detection algorithm
on FPGA, and use it together with the proposed face recog-
nition architecture.
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