ENDEMIC BUBBLES GENERATED BY DELAYED BEHAVIORAL RESPONSE: GLOBAL STABILITY AND BIFURCATION SWITCHES IN AN SIS MODEL∗
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Abstract. During infectious disease outbreaks, people may reduce their contact numbers or take other precautions to prevent transmission. The change in their behavior can be directly or indirectly triggered by the density of infected individuals in the population. In this paper, we investigate an SIS (susceptible-infected-susceptible) model where the transmission rate is a decreasing function of the prevalence of the disease (determined by a reduction function h), with the assumption that such a change in the transmission rate occurs with some time delay. We prove that if the basic reproduction number R0 is less than one, then the disease-free equilibrium is globally asymptotically stable, while for R0 > 1 a unique endemic equilibrium exists and the disease uniformly persists, regardless of the delay or the specific form of h. However, characterized by the shape of the response function h, various dynamics are possible if R0 > 1. Roughly speaking, if h is decreasing slowly (weak response), then the endemic equilibrium is absolutely globally asymptotically stable. When the slope of h is larger (strong response), then the endemic equilibrium loses its stability and periodic orbits appear via Hopf bifurcation as R0 increases. Further increasing R0, the endemic equilibrium regains its stability, forming an interesting structure in the bifurcation diagram that we call an endemic bubble.
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1. Introduction. Throughout history, epidemics have always influenced the behavior of people. In medieval times, they were fleeing from the plague. To see some more recent examples, during the outbreak of SARS in 2003 and influenza A (H1N1) in 2009, it was widely reported that the change in human behaviors was not only due to public measures, but also due to individual responses [1,8]. People can reduce the risk of infection by many ways: getting vaccination, canceling travel to dangerous regions, wearing face masks, using sanitizers, staying at home, etc. Recently, there has been a significant interest in modeling the aspects of health news, mass media, and psychological effects as applied to problems of epidemiology.

In traditional compartmental models, where the population is assumed to be large and homogeneous, the number of new infections per unit time is usually expressed by the standard incidence \( \frac{\beta S(t)I(t)}{N(t)} \), where \( \beta \) is the transmission rate and \( S(t), I(t), N(t) \) stand for the number of individuals in the susceptible compartment, in the infected compartment, and in the population, respectively, at time \( t \). A heuristic derivation
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of this term is the following: assume that an infected individual has $c$ contacts per unit time, each having the probability $p$ of transmitting the disease. Given that only contacts with susceptibles can result in a new infection, setting $\beta = pc$ and multiplying by the fraction $\frac{S(t)}{N(t)}$ of such contacts and the number of infected individuals $I(t)$, one obtains the standard incidence. Here it is assumed that the contact number $c$ and the transmission probability $p$ do not change. In reality, however, by the influence of media, public awareness, or personal experience, individuals apply precautionary measures that reduce the contact number or the transmission potential. The extent of such reactions naturally depends on the severity of the outbreak, i.e., the density of infection in the population. Accordingly, we can modify the standard incidence in a simple way by introducing a reduction factor $h(I)$; hence the incidence term becomes $\frac{\beta h(I)S(t)I(t)}{N(t)}$.

In recent decades, a large number of works (see, e.g., [2, 6, 14, 23, 24]) have been concerned with incorporating the effect of media or awareness into compartmental transmission models and investigating their impact on the disease dynamics. Various forms of $h(I)$ have been proposed in the literature, and the recent survey [4] identified three typical terms (which they call media functions), namely, $h(I) = \exp(-pI)$, $h(I) = 1 - I/(p + I)$, and $h(I) = 1/(1 + pI^2)$, where the parameter $p$ represents the strength of the media effect. A more general class of nonlinear incidence (with $h(I) = I^a/(1 + bI^c)$) was studied in [10, 11], and it was shown in [27] that modifying the standard incidence with $h(I) = 1 - pI$ is consistent with several real observations of infectious disease outbreaks. More recently even nonsmooth [25, 26] and discontinuous [12, 13] cases have been studied, and the reporting delay was taken into account in [28].

In this work we consider an SIS (susceptible-infected-susceptible) setting with a general reduction term $h(I)$ that includes all the specific examples mentioned above and show that if this behavioral response is delayed, then this simple-looking system can exhibit surprising and interesting dynamics. One of our fundamental findings is the following. Considering the basic reproduction number $R_0$ as the key parameter, the bifurcation diagram typically looks like that of case (a) of Figure 1: for $R_0 < 1$, only a disease-free equilibrium exists, which is stable, but its stability is lost at $R_0 = 1$, where a stable endemic equilibrium emerges via a transcritical bifurcation. For another class of models, so-called backward bifurcation occurs (see Figure 1 (b)), where two subcritical endemic equilibria coexist (a stable and an unstable), but for $R_0 > 1$ usually a unique endemic equilibrium exists which is stable. In this paper we show that for a class of SIS models with delayed behavioral adaptation, there is always a forward bifurcation at $R_0 = 1$. For $R_0 \leq 1$ the disease-free equilibrium is
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always globally asymptotically stable, regardless of the particular choice of \( h(y) \) and the value of the delay. For \( R_0 > 1 \), however, various dynamics are possible: as we increase the basic reproduction number, the endemic equilibrium can remain stable, or it can lose its stability at a critical point via Hopf bifurcation. In the latter case, we observe periodic oscillations only in an intermediate interval of reproduction numbers, and for large \( R_0 \) the endemic equilibrium always regains its stability. This interesting phenomenon results in a new bifurcation diagram for epidemiological models, which we call an endemic bubble, as depicted in Figure 1 (c). We illustrate this type of dynamical behavior with several examples.

2. The model and its basic properties. Our starting point is the standard susceptible-infected-susceptible (SIS) model without demography, which can be derived also as the mean-field approximation of homogeneous networks [18, 19], where infectious (I) individuals contaminate their susceptible (S) neighbors with some transmission rate, while the infected individuals recover and return to a susceptible state again. Then for the density of infected nodes one obtains the equation

\[
\frac{dI(s)}{ds} = -\mu I(s) + \beta \langle k \rangle I(s)(1 - I(s)),
\]

where \( \mu \) is the recovery rate of infected individuals. The second term represents the appearance of newly infected nodes. This is proportional to the density of infected nodes \( \langle I(s) \rangle \), the transmission rate \( \beta \), the number of links emanating from each node \( \langle k \rangle \), and the probability that a given link points to a susceptible node, which is \( 1 - I(s) \). Here \( \mu, \beta, \) and \( \langle k \rangle \) are positive constants.

Next we introduce the behavioral response that reduces transmission by a smooth function \( h(y) \), which satisfies

\[
(H) \quad h : [0, 1] \to (0, 1] \text{ is } C^1, \quad h'(y) \leq 0, \quad h(0) = 1, \quad h(1) < 1.
\]

These hypotheses are reasonable: as \( h \) represents a reduction factor in the transmission, it should take values not larger than one; the positivity requirement means it is not possible to completely eliminate transmission routes, while the monotone decreasing property expresses that the higher the density of infection, the more effort individuals make to minimize the risk of infection. The requirement \( h(0) = 1 \) simply means that there is no reduction in the absence of the disease, and by \( h(1) < 1 \) we exclude the trivial case when \( h \) is constant one and there is no response whatsoever. Here we assume that such a response is activated with some delay \( \sigma > 0 \), and the epidemic process in the present time \( s \) is governed by a modified transmission rate that depends on the density of infection at time \( s - \sigma \). This way we obtain the equation

\[
\frac{dI(s)}{ds} = -\mu I(s) + \beta \langle k \rangle h(I(s - \sigma)) I(s)(1 - I(s)).
\]

For the sake of simplicity, we rescale time by \( y(t) = I(\mu^{-1} s) \); then, writing the equation for \( y(t) \), (2.2) is transformed into

\[
\frac{dy(t)}{dt} = -y(t) + R_0 h(y(t - \tau))y(t)(1 - y(t)),
\]

where \( \tau = \sigma \mu^{-1} \), and \( R_0 = \frac{\beta \langle k \rangle}{\mu} \) is called the basic reproduction number, which, as usual, expresses the expected number of secondary infections generated by a single infected individual introduced into a wholly susceptible population. In what follows
we study (2.3) and refer to \( y(t) \) as the density of infection at time \( t \). Let \( C \) be the Banach space of continuous real functions on \([-\tau, 0]\), equipped with the supremum norm. Considering the biological interpretation of the model, the feasible phase space is the subset of \( C \) that consists of functions with the range in the interval \([0, 1]\); let us denote this set by \( X \).

**Proposition 2.1.** For any initial function \( \phi \in C \) with \( \phi(s) \in [0, 1] \) for all \( s \in [-\tau, 0] \), (2.3) has a unique global solution \( y^\phi(t) \) with \( y(t) \in [0, 1] \) for all \( t > 0 \). If \( R_0 \leq 1 \), the zero solution is globally asymptotically stable, i.e., \( y^\phi(t) \to 0 \) as \( t \to \infty \). If \( R_0 > 1 \), the zero solution is unstable and (2.3) has a unique endemic equilibrium \( \bar{y} \), with \( \bar{y} < 1 - 1/R_0 \).

**Proof.** The existence and uniqueness follows from the smoothness assumption on \( h \). The invariance of \( X \) is a consequence of \( y'(t) = 0 \) for \( y(t) = 0 \) and \( y'(t) = -1 < 0 \) for \( y(t) = 1 \). The boundedness implies the global existence as well.

To obtain the equilibria of (2.3), set \( H(\bar{y}) = 0 \) is always an equilibrium. Let \( \phi \) be any initial function \( \phi(s) \in [0, 1] \) for all \( s \in [-\tau, 0] \), and let the right-hand side of (2.3) be zero, so

\[
R_0 h(\bar{y}) \bar{y}(1 - \bar{y}) = \bar{y}.
\]

Clearly \( \bar{y} = 0 \) is always an equilibrium. Let \( H(y) := R_0 h(y)(1 - y) \). Then \( \bar{y} > 0 \) is a positive equilibrium if and only if \( H(\bar{y}) = 1 \). Given that \( H(y) \) is monotone decreasing, \( H(0) = R_0 \), and \( H(1) = 0 \), a positive equilibrium exists if and only if \( R_0 > 1 \), and it is unique when it exists. From the observation

\[
H \left( 1 - \frac{1}{R_0} \right) = R_0 h \left( 1 - \frac{1}{R_0} \right) \frac{1}{R_0} \leq 1,
\]

we conclude that \( \bar{y} \leq 1 - 1/R_0 \).

From the comparison equation

\[
y'(t) \leq -y(t) + R_0 y(t)(1 - y(t)) = (R_0 - 1)y(t) - R_0 y(t)^2,
\]

we can easily get that the zero equilibrium is globally asymptotically stable if \( R_0 \leq 1 \). Furthermore, the linear variational equation of (2.3) at the zero solution is

\[
\frac{dy(t)}{dt} = (R_0 - 1)y(t).
\]

Thus, if \( R_0 > 1 \), the zero solution is unstable. \( \square \)

Clearly if \( \phi \in X \) with \( \phi(0) = 0 \), then \( y^\phi(t) = 0 \) for all \( t > 0 \). We say that a solution is nontrivial if \( \phi(0) > 0 \).

**3. Permanence.** We say that system (2.3) is permanent if nontrivial solutions are uniformly bounded away from the boundary of the feasible phase space; i.e., there are constants \( m > 0 \) and \( M < 1 \) such that for any \( \phi \in X \) with \( \phi(0) > 0 \), there is a \( T = T(\phi) \) such that \( m \leq y^\phi(t) \leq M \) for all \( t > T \). We introduce the notation

\[
y^\infty := \limsup_{t \to \infty} y(t), \quad y_\infty := \liminf_{t \to \infty} y(t), \quad y_* := \bar{y} e^{-\tau}, \quad y^* := 1 - \frac{1}{R_0}.
\]

**Theorem 3.1.** If \( R_0 > 1 \) and \( h(y) \) satisfies (H), then system (2.1) is permanent. In particular, for every nontrivial solution \( y(t) \), the relation

\[
y_* \leq y_\infty \leq \bar{y} \leq y^\infty \leq y^*
\]

holds.
Proof. Consider an arbitrary nontrivial solution $y(t)$. The proof is divided into four steps.

(i) $y^\infty \leq y^\ast$. According to the fluctuation lemma (Lemma A.5 in [22]), there exists a sequence $(t_n)$ such that $t_n \to \infty$ as $n \to \infty$, and $y'(t_n) \to 0$, $y(t_n) \to y^\infty$ as $n \to \infty$. Passing to the limit in
\begin{equation}
y'(t_n) \leq -y(t_n) + R_0 y(t_n)(1 - y(t_n)),
\end{equation}
where we used $h(y(t_n) - \tau) \leq 1$, we obtain
\begin{equation}
0 \leq -y^\infty + R_0 y^\infty(1 - y^\infty),
\end{equation}
and thus
\begin{equation}
y^\infty \leq 1 - \frac{1}{R_0} = y^\ast < 1.
\end{equation}

(ii) $y^\infty \geq \bar{y}$. Suppose the contrary, i.e., $y^\infty < \bar{y}$; then for any nontrivial solution $y(t)$ there is a $T > 0$ such that $y(t) < \bar{y}$ for all $t > T$. Then for all $t > T + \tau$, we have $h(y(t - \tau)) \geq h(\bar{y})$ and $1 - y(t) \geq 1 - \bar{y}$, and thus
\begin{equation}
y'(t) \geq y(t)[-1 + R_0 h(\bar{y})(1 - \bar{y})] = 0.
\end{equation}
Then $y(t)$ is monotone increasing and thus converging; therefore necessarily $y(t) \to \bar{y}$ as $t \to \infty$, which means $y^\infty = \bar{y}$, a contradiction. Hence, $y^\infty \geq \bar{y}$.

(iii) $y^\infty \leq \bar{y}$. We proceed similarly as in step (ii): if $y(t) > \bar{y}$ for all $t > T$ with some $T$, then the relation
\begin{equation}
y'(t) \leq y(t)[-1 + R_0 h(\bar{y})(1 - \bar{y})] = 0
\end{equation}
holds for all $t > T + \tau$, and thus $y^\infty \leq \bar{y}$.

(iv) $y^\infty \geq y_*$. We claim that for any $\varepsilon > 0$, $y^\infty \geq e^{-\tau}(\bar{y} - \varepsilon)$ holds. Since $y^\infty \geq \bar{y}$, there exists a sequence $(s_k)$ such that $s_k \to \infty$ and $y(s_k) > \bar{y} - \varepsilon$. Consider any $t_* > s_1$ with $y(t) < \bar{y} - \varepsilon$. If there is no such $t_*$, then obviously $y^\infty \geq \bar{y} - \varepsilon > e^{-\tau}(\bar{y} - \varepsilon)$. Otherwise there is a $k$ such that $s_k < t_* < s_{k+1}$ and there is a maximal interval $J = (\alpha, \beta) \subset [s_k, s_{k+1}]$ such that $t_* \in J$ and, for any $t \in J$, $y(t) < \bar{y} - \varepsilon$. By continuity of solutions, $y(\alpha) = y(\beta) = \bar{y} - \varepsilon$. We show that for any $t \in J$, the inequality $y(t) \geq e^{-\tau}(\bar{y} - \varepsilon)$ holds. Indeed, from the estimate $y'(t) > -y(t)$ one has $y(t) > e^{-(t-\alpha)}y(\alpha)$, which gives $y(t) \geq e^{-\tau}(\bar{y} - \varepsilon)$ whenever $t \in [\alpha, \alpha + \tau]$. If $\beta > \alpha + \tau$, then for $t > \alpha + \tau$ we have $y'(t) \geq 0$, and thus $y(t) \geq y(\alpha + \tau) \geq e^{-\tau}(\bar{y} - \varepsilon)$. Letting $\varepsilon \to 0$, we finish the proof. \hfill \Box


4.1. Local stability of the endemic equilibrium. In the following, we consider the stability of $\bar{y}$. Let $G(u, v) = -u + R_0 h(v)u(1 - u)$, $x = y - \bar{y}$, and linearize system (2.3) at the equilibrium $\bar{y}$ to obtain
\begin{equation}
\frac{dx(t)}{dt} = Ax(t) + Bx(t - \tau),
\end{equation}
where
\begin{align*}
A &= G_u(\bar{y}, \bar{y}), & B &= G_v(\bar{y}, \bar{y}).
\end{align*}
A straightforward calculation, using \( R_0 h(\bar{y})(1 - \bar{y}) = 1 \), gives

\[
A = -1 + R_0 h(\bar{y})(1 - 2\bar{y}) = \frac{-\bar{y}}{1 - \bar{y}} < 0, \quad B = R_0 \bar{y}(1 - \bar{y})h'(\bar{y}) < 0.
\]

According to the well-known stability result of scalar delay differential equations with a single delay (see, for example, Theorem 4.7 in [22]), we immediately find the following theorem.

**Theorem 4.1.** (a) If

\[(4.2) \quad h'(\bar{y}) \geq -R_0 h^2(\bar{y}),\]

then the positive equilibrium \( \bar{y} \) is asymptotically stable.

(b) If \( h'(\bar{y}) < -R_0 h^2(\bar{y}) \), there exists a \( \tau^* > 0 \), such that the positive equilibrium \( \bar{y} \) is asymptotically stable for \( 0 < \tau < \tau^* \) and unstable for \( \tau > \tau^* \), where

\[
\tau^* = \frac{1}{\omega^*} \arccos \left( \frac{A}{B} \right), \quad \omega^* = \sqrt{B^2 - A^2}.
\]

The next observation shows that the endemic equilibrium is asymptotically stable for both small (in the sense that it is close to 1) and large basic reproduction numbers.

**Proposition 4.2.** (a) For any \( h(y) \) satisfying (H), there exists an \( R^* \), such that if \( R_0 > R^* \), then the positive equilibrium is asymptotically stable for all values of the delay.

(b) For any \( h(y) \) satisfying (H) and \( |h'(0)| < 1 \), there is an \( R_* \), such that if \( 1 < R_0 < R_* \), then the positive equilibrium is asymptotically stable for all values of the delay.

(c) For any fixed \( \tau \) and \( h(y) \) satisfying (H) and \( |h'(0)| \geq 1 \), there is an \( R_* = R_*(\tau, h) \), such that if \( 1 < R_0 < R_* \), then the positive equilibrium is asymptotically stable.

**Proof.** (a) As \( h(y) \) is \( C^1 \), we can choose \( R^* = \max_{y \in [0, 1]} \frac{|h'(y)|}{h(y)} \); then for \( R_0 > R^* \), the condition (4.2) holds.

(b) It follows from \( \bar{y} \leq 1 - 1/R_0 \) that \( \lim_{R_0 \to 1^+} \bar{y} = 0 \) and \( \lim_{R_0 \to 1^-} h(\bar{y}) = 1 \); thus (4.2) holds if \( R_0 \) is sufficiently close to 1, independently of the delay.

(c) It is sufficient to show that the critical delay, defined in (4.3), is tending to infinity as \( R_0 \) is approaching 1 from the right. From \( A < 0 \) and \( B < 0 \) it follows that \( \tau^* \in \left( \frac{\pi}{2}, \frac{\pi}{2} \right) \). As \( R_0 \to 1^+ \), we have \( A \to 0, B \to 0 \); thus \( \omega^* \to 0 \) and indeed \( \tau^* \to \infty \).

**4.2. Global stability of the endemic equilibrium.** We note that in case (b) of Theorem 4.1, system (2.1) goes through a Hopf-bifurcation at \( \tau = \tau^* \). From our simulations it seems that this bifurcation is always supercritical and a stable limit cycle appears. There are well-established methods to determine the direction of the bifurcation for this kind of equation, but we are not concerned with such calculations here. More importantly, we get some global stability conditions for the positive equilibrium \( \bar{y} \) of (2.3) using the approach of [7] and [17]. For the four choices we make for the map \( h \), we will show that the sharp delay-independent condition for local stability given in (4.2) is also sufficient to ensure the global stability of \( \bar{y} \) (sometimes with the strict inequality).

In [7], the following delay differential equation was considered:

\[(4.4) \quad y'(t) = f_1(y(t - \tau))g_2(y(t)) - f_2(y(t - \tau))g_1(y(t)),\]
where \(f_i, g_i\) are continuous nonnegative functions, \(f_i(y) > 0, g_i(y) > 0\) for \(y > 0, i = 1, 2,\) and \(g(y) = g_1(y)/g_2(y)\) is strictly increasing. It is also assumed that there is a unique positive equilibrium \(\bar{y}\) of (4.4), which is the only solution of equation \(f(y) = g(y)\), where \(f(y) = f_1(y)/f_2(y)\). Moreover, \(f(y) > g(y)\) for \(y \in (0, \bar{y})\), and \(f(y) < g(y)\) for \(y > \bar{y}\).

Consider the map \(F(y) = g^{-1}(f(y))\). It is clear that \(\bar{y}\) is a fixed point of \(F\). Theorem 3 in [7] ensures that if \(\bar{y}\) is an attracting point of \(F\) with immediate domain of attraction \(J_0\) and \(\phi : [-\tau, 0] \rightarrow J_0\) is continuous, then the solution \(y = y(t, \phi)\) of (4.4) with \(y(t) = \phi(t)\) for all \(t \in [-\tau, 0]\) satisfies \(\lim_{t \to \infty} y(t, \phi) = \bar{y}\).

It is clear that (2.3) belongs to this class of delay differential equations, with \(f_1(y) = h(y), f_2(y) = 1, g_1(y) = y,\) and \(g_2(y) = R_0 y(1 - y)\). Thus, \(f(y) = h(y), g(y) = 1/(R_0(1 - y))\), and

\[
F(y) = g^{-1}(f(y)) = 1 - \frac{1}{R_0 h(y)}.
\]

In view of Theorem 2.2, we can restrict our analysis to initial functions \(\phi : [-\tau, 0] \rightarrow [0, y^*]\), where \(y^* = 1 - 1/R_0\). Since \(F\) is strictly decreasing and \(F(0) = y^*\), it follows that \(F\) maps \([0, y^*]\) in \([0, y^*]\) if \(F(y^*) \geq 0\), that is, if the following condition holds:

\[
h \left(1 - \frac{1}{R_0}\right) \geq \frac{1}{R_0}.
\]

The next theorem follows from Theorem 3 in [7] (see also [5, 15, 20]). As usual, we denote by \(F^k\) the corresponding power of \(F\) under composition, that is,

\[
F^k = F \circ \cdots \circ F.
\]

**THEOREM 4.3.** Assume that conditions (H) and (4.6) hold. If \(\lim_{k \to \infty} F^k(y) = \bar{y}\) for all \(y \in [0, y^*]\), then all solutions of (2.3) converge to \(\bar{y}\).

Next we give two corollaries of Theorem 4.3 that will be very useful in the applications. We recall that the Schwarzian derivative of a \(C^3\) map \(F\) is defined by

\[
(SF)(x) = \frac{F'''(x)}{F'(x)} - \frac{3}{2} \left(\frac{F''(x)}{F'(x)}\right)^2.
\]

The following well-known result follows from Singer’s paper [21]; see, e.g., Theorem 1 in [16].

**PROPOSITION 4.4.** Assume that \(F : J \to J\) is a \(C^3\) map defined in a bounded real interval \(J\), such that \(F'(y) < 0\) and \((SF)(y) < 0\) for all \(y \in J\). Let \(\bar{y}\) be the only fixed point of \(F\). If \(F'(\bar{y}) \geq -1\), then \(\lim_{k \to \infty} F^k(y) = \bar{y}\) for all \(y \in J\).

**COROLLARY 4.5.** Assume that conditions (H), (4.6), and (4.2) hold. If \((Sh)(x) < 0\) for all \(x \in (0, y^*)\), then the positive equilibrium \(\bar{y}\) of (2.3) is globally asymptotically stable.

**Proof.** Condition (4.2) implies that \(\bar{y}\) is locally asymptotically stable for (2.3). Moreover, it is easy to verify that \(F'(\bar{y}) \geq -1\) and if only if (4.2) holds. Since \(F(y) = G(h(y)),\) where \(G(y) = g^{-1}(y) = 1 - 1/(R_0 y),\) it is easy to check that \((SF)(y) = (Sh)(y)\) (see, e.g., [21, p. 262]). Next, since \(F\) is strictly decreasing, the result follows from Proposition 4.4 and Theorem 4.3.

**COROLLARY 4.6.** Assume that conditions (H), (4.6), and (4.2) hold, with the strict inequality in the latter. If \(h\) is a real Möbius transformation, then the positive equilibrium \(\bar{y}\) of (2.3) is globally asymptotically stable.
Proof. In this case $F(y) = G(h(y))$ is a real M"obius transformation. Thus, condition $F'(\bar{y}) > -1$ implies that $\bar{y}$ is a global attractor of $F$; see, for example, Corollary 7 in [3]. 

4.3. Application 1: $h(y) = 1 - py$. In this case, (2.3) writes

$$y'(t) = -y(t) + R_0y(t)(1 - y(t))(1 - py(t - \tau)).$$

Such a transmission term (without delay) was used in [27]. Notice that (H) holds if and only if $0 < p < 1$. If $R_0 > 1$, then (4.7) has a unique positive equilibrium in $(0,1)$ defined by

$$\bar{y} = \frac{p + 1 - \sqrt{(p - 1)^2 + 4p/R_0}}{2p}.$$

Next, it is easy to prove that (4.2) and (4.6) hold for all $p < 1$, with strict inequality in (4.2). Thus, an application of Corollary 4.6 provides the following result.

Theorem 4.7. Assume that $0 < p < 1$. If $R_0 > 1$, then the positive equilibrium $\bar{y}$ of (4.7) is globally asymptotically stable.

Theorem 4.7 ensures that the endemic equilibrium $\bar{y}$ is globally stable if $R_0 > 1$, regardless of the value of $p$. However, the value of $p$ influences the size of $\bar{y}$; see Figure 2.

![Figure 2](image)

**Fig. 2.** Endemic equilibrium $\bar{y}$ of (4.7), as $R_0$ increases, for different values of $p$. The dashed curve corresponds to the upper bound $1 - 1/R_0$ for $\bar{y}$ (see Proposition 2.1).

5. Endemic bubbles. In contrast with the previous example, in most of the applications the endemic equilibrium is unstable for some values of the significant parameters $p$, $\tau$, and $R_0$. In this section, we report three cases that exhibit endemic bubbles.

5.1. Application 2: $h(y) = \frac{1}{1+py}$. Note that with $\bar{p} = 1/p$, we can write

$$h(y) = \frac{1}{1+py} = \frac{\bar{p}}{\bar{p} + y} = 1 - \frac{y}{\bar{p} + y},$$

which is exactly the third identified media function in [4]. However, to keep consistent the meaning of parameter $p$ as the intensity of the behavioral response, we use the form $h(y) = 1/(1+py)$. In this case, (2.3) can be written as

$$y'(t) = -y(t) + \frac{R_0y(t)(1 - y(t))}{1 + py(t - \tau)}.$$
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Condition (H) is satisfied if and only if \( p > 0 \). If \( R_0 > 1 \), then (5.1) has a unique positive equilibrium in \((0,1)\) defined by

\[
\bar{y} = \frac{R_0 - 1}{R_0 + p}.
\]

Next, it is easy to prove that (4.2) and (4.6) hold if and only if \( p \leq R_0 \), and if \( p < R_0 \), then the inequality is strict in (4.2). Thus, an application of Theorem 4.1 and Corollary 4.6 provides the following result.

**Theorem 5.1.** Assume that \( p > 0 \) and \( R_0 > 1 \).

1. If \( 0 < p < R_0 \), then the positive equilibrium \( \bar{y} \) of (5.1) is globally asymptotically stable.
2. If \( p > R_0 \), then there exists \( \tau^* > 0 \), such that the positive equilibrium \( \bar{y} \) is asymptotically stable for \( 0 < \tau < \tau^* \) and unstable for \( \tau > \tau^* \), where

\[
\tau^* = \frac{R_0(p+1)}{(R_0 - 1)\sqrt{p^2 - R_0^2}} \arccos \left( \frac{-R_0}{p} \right).
\]

We notice that Theorem 5.1 provides explicit stability conditions in terms of the involved parameters. In particular, it is easy to check, taking the limit as \( p \to \infty \) in (5.2), that for \( R_0 > 1 \) fixed, the endemic equilibrium \( \bar{y} \) is asymptotically stable for all values of \( p \) if \( \tau \) is small enough, specifically, if \( \tau < \pi R_0/(2(R_0 - 1)) \).

Next, we use Theorem 5.1 to show the stability regions for (5.1) as a function of the three parameters. We first observe that both increasing \( \tau \) and increasing \( p \) destabilize the endemic equilibrium \( \bar{y} \). Figure 3 shows this fact for \( R_0 = 2 \).

![Figure 3](image-url)

**Fig. 3.** Two-parameter stability diagram of (5.1) for fixed \( R_0 = 2 \), showing the dependence on the response strength \( p \) and time delay \( \tau \): absolute global stability of \( \bar{y} \) in region \( I_1 \) (\( p < 2 \)); local asymptotic stability of \( \bar{y} \) in \( I_2 \); and instability of \( \bar{y} \) in \( I_3 \). The dashed line \( \tau = \pi \) emphasizes that small time delays are not able to destabilize \( \bar{y} \).

The monotone character of the stability boundary shown in Figure 3 is lost when we choose the reproduction number \( R_0 \) as a bifurcation parameter. This fact is easily observable in Figure 4: the endemic equilibrium \( \bar{y} \) is stable for small enough and large enough values of \( R_0 \), but it loses its stability for intermediate values of \( R_0 \).

Next we take the basic reproduction number \( R_0 \) as the key parameter to show its incidence in the dynamics. For this, we fix \( p = 4 \) and \( \tau = 10 \) in (5.1). For an initial condition \( \phi(t) = 0.2 \), \( t \in [-\tau,0] \), we plot the minimum and the maximum values of the solution \( x(t,\phi) \) between \( t = 1400 \) and \( t = 1500 \), once the transients have died out.
Reproduction number, $R_0$

**Fig. 4.** Two-parameter stability diagrams for (5.1). Left: for fixed $p = 4$, dependence on the reproduction number $R_0$ and time delay $\tau$. Right: for fixed $\tau = 10$, dependence on the reproduction number $R_0$ and the response strength $p$. In both cases, region $I_1$ ($p < R_0$) corresponds to the absolute global stability of $\bar{y}$; $\bar{y}$ is locally asymptotically stable in $I_2$; and $\bar{y}$ is unstable in $I_3$.

Reproduction number, $R_0$

**Fig. 5.** Bifurcation diagram for (5.1) displaying an endemic bubble. The different regions correspond to different dynamics: $A_1$ for global stability of the disease-free equilibrium $0$; $A_2$ and $A_4$ for local stability of the endemic equilibrium $\bar{y}$; $A_3$ for sustained oscillations; and $A_5$ for global stability of $\bar{y}$. Note that for regions $A_2$ and $A_4$ the simulations suggest the global attractivity of the endemic equilibrium for positive solutions; however, our analysis proves only local stability. For this reason we separated $A_4$ from $A_5$, where global asymptotic stability is rigorously proven. Thick dashed lines correspond to the equilibria 0 and $\bar{y}$ when they are unstable.

In this way, we get the bifurcation diagram in Figure 5, which we call an endemic bubble (compare with Figure 1).

To illustrate how the long-term behavior of the solutions of (5.1) changes as $R_0$ is increased, we plot in Figure 6 the solution $y(t, \phi)$ for values of $R_0$ in the different regions of Figure 5.

**5.2. Application 3:** $h(y) = e^{-py}$. This is the case of the first identified media function in [4], and now (2.3) can be written as

\begin{equation}
(5.3) \quad y'(t) = -y(t) + R_0 y(t)(1 - y(t)) e^{-py(t-\tau)}.
\end{equation}

It is clear that condition (H) holds for all $p > 0$. Moreover, $(Sh)(x) = -p^2/2 < 0$ for all $x \in \mathbb{R}$. 
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Before stating a global stability result for (5.3), we need some auxiliary lemmas.

**Lemma 5.2.**

(1) The local stability condition (4.2) holds for (5.3) if and only if

\[ R_0 \geq p e^{p-1}. \]  

(2) Condition (4.6) holds for (5.3) if and only if

\[ R_0 \geq e^{p(1-1/R_0)}. \]  

**Proof.** The positive equilibrium \( \bar{y} \) of (5.3) is the only zero of the map \( S(x) = e^{px} - R_0(1-x) \). Direct calculations show that the stability condition (4.2) is equivalent to the inequality \( \bar{y} \geq 1 - 1/p \). Since \( S(0) = 1 - R_0 < 0 \) and \( S(1) = e^p > 0 \), it follows that the inequality \( \bar{y} \geq 1 - 1/p \) can be written as \( S(1-1/p) \leq 0 \), that is, \( R_0 \geq pe^{p-1} \).

The proof of the second statement of the lemma follows immediately from the inequality \( h(1 - 1/R_0) \geq 1/R_0 \).

Our next result relates conditions (5.4) and (5.5).

**Lemma 5.3.**

(1) If \( p \leq 1 \), then both conditions (5.4) and (5.5) hold.

(2) If \( p > 1 \), then condition (5.4) implies (5.5).

**Proof.** The first claim of the lemma follows from the elementary inequalities \( pe^{p-1} \leq 1 \) for all \( p \leq 1 \), and \( R_0 e^{p/R_0 - 1} \geq 1 \) for all \( R_0 > 0 \).
Now assume \( p > 1 \) and \( R_0 \geq pe^{p-1} \). Then \( R_0 \geq p \) also holds, and we need to show \( s(R_0) \geq s(1) \), where \( s(x) = xe^x \). Notice that the function \( s(x) \) is increasing for \( x \geq p \), since \( s'(x) = e^x (1 - \frac{1}{x}) \). Therefore, \( s(R_0) \geq s(pe^{p-1}) = pe^{p-1}e^{-p} \). Let \( w(p) = p \exp(e^{1-p} - 1) \); then \( w(1) = 1 \) and \( w'(p) = e^{1-p} - 1) \); then \( w(p) \geq 1 \) for all \( p \geq 1 \). Since \( s(pe^{p-1}) = e^p w(p) \geq e^p = s(1) \), the proof is finished.

The following stability result for (5.3) is a direct consequence of Corollary 4.5 and Lemmas 5.2 and 5.3.

**Theorem 5.4.** Assume that \( p > 0 \). If \( R_0 > 1 \), then (5.3) has a unique positive equilibrium \( \bar{y} \in (0, 1) \), which is the only solution of equation \( e^{\tau x} = R_0(1-x) \).

1. If condition (5.4) holds, then the positive equilibrium \( \bar{y} \) is globally asymptotically stable.
2. If condition (5.4) does not hold, then there exists \( \tau^* > 0 \) such that \( \bar{y} \) is asymptotically stable for \( 0 < \tau < \tau^* \) and unstable for \( \tau > \tau^* \), where \( \tau^* \) is given by (4.3).

Using Theorem 5.4, it is easy to produce stability diagrams as we did for our previous application. Since they are qualitatively similar, we do not include them.

### 5.3. Application 4: \( h(y) = \frac{1}{1 + (py)^n} \)

The special case \( n = 2 \) is the second identified media function in [4]; more generally, here we write (2.3) as

\[
y'(t) = -y(t) + \frac{R_0g(t)(1 - y(t))}{1 + (py(t - \tau))^n}.
\]

Condition \((H)\) holds if and only if \( p > 0 \). We will also assume that \( n > 1 \), which in particular implies that \((Sh)(y) = \frac{1 - n^2}{2n^2} < 0 \) for all \( y > 0 \). Notice that the case \( n = 1 \) gives our second application (5.1), for which the Schwarzian derivative is not negative.

To illustrate the influence of \( p \) in the shape of function \( h \), we plot the graph of \( h \) for \( n = 2 \) and various values of \( p \) in Figure 7.

![Fig. 7. Influence of parameter \( p \) on the shape of function \( h(y) \) in (5.6).](image)

As in the previous case, to obtain stability criteria for (5.6), we need some preliminary lemmas.

**Lemma 5.5.** The local stability condition (4.2) holds for (5.6) if and only if

\[
(R_0 - 1)R_0^{\frac{1}{n-1}}p^{\frac{n}{n-1}} \leq \frac{1}{n^{n-1}} + \frac{1}{n^{n+1}}.
\]
Proof. The positive equilibrium \( \bar{y} \) of (5.6) is the only solution of equation \((px)^n + 1 = R_0(1 - x)\). Direct calculations show that (4.2) holds if and only if \( \bar{y} \) satisfies the inequality

\[
\bar{y} \leq \left( \frac{R_0}{np^n} \right)^{\frac{1}{n-1}}. 
\tag{5.8}
\]

Define the map \( S(x) = (px)^n + R_0x + 1 - R_0 \) in such a way that \( \bar{y} \) is the only solution of the equation \( S(x) = 0 \). Since \( S(0) = 1 - R_0 < 0 \), and \( S(1) = p^n + 1 > 0 \), (5.8) holds if and only if

\[
S \left( \left( \frac{R_0}{np^n} \right)^{1/(n-1)} \right) \geq 0.
\]

It is easy to check that the last inequality is equivalent to (5.7). \( \square \)

The proof of the following result is straightforward.

**Lemma 5.6.** Condition (4.6) holds for (5.6) if and only if

\[
(R_0 - 1)R_0^{\frac{n}{n-1}} p^{\frac{n}{n-1}} \leq 1.
\tag{5.9}
\]

Next, the following lemma ensures that (4.6) holds for (5.6) whenever the positive equilibrium is locally asymptotically stable.

**Lemma 5.7.** The following inequality holds for all \( n > 1 \):

\[
\frac{1}{n^{\frac{n}{n-1}}} + \frac{1}{n^{\frac{n}{n-1} + 1}} \leq 1.
\tag{5.10}
\]

**Proof.** We start with the Bernoulli inequality \((1 + x)^r \geq 1 + rx\), which holds for every \( r \geq 1 \) and \( x > -1 \). Let \( z > 0 \) and choose \( r = 1 + 1/z \) and \( x = z \); then we have \((1 + z)^{(1+1/z)} \geq 2 + z\), or alternatively \((1 + z)^{1/z} \geq 1 + 1/(1 + z)\). The latter is equivalent to

\[
1 \geq (1 + z)^{-1} \left( 1 + \frac{1}{1 + z} \right) = \frac{1}{(1 + z)^{\frac{1}{z}}} + \frac{1}{(1 + z)^{\frac{1}{z} + 1}}.
\]

Now substitute \( n = z + 1 \) to find

\[
1 \geq \frac{1}{n^{\frac{n}{n-1}}} + \frac{1}{n^{\frac{n}{n-1} + 1}} = \frac{1}{n^{\frac{n}{n-1}}} + \frac{1}{n^{\frac{n}{n-1} + 1}}. \quad \square
\]

We are now in a position to state a stability result for the positive equilibrium of (5.6). Its proof is a direct consequence of Corollary 4.5 and Lemmas 5.5, 5.6, and 5.7.

**Theorem 5.8.** Assume that \( p > 0 \) and \( n > 1 \). If \( R_0 > 1 \), then (5.6) has a unique positive equilibrium \( \bar{y} \in (0, 1) \), which is the only solution in \((0, 1)\) of equation \( (px)^n + 1 = R_0(1 - x) \).

1. If condition (5.7) holds, then the positive equilibrium \( \bar{y} \) is globally asymptotically stable.
2. If condition (5.7) does not hold, then there exists \( \tau^* > 0 \) such that \( \bar{y} \) is asymptotically stable for \( 0 < \tau < \tau^* \) and unstable for \( \tau > \tau^* \), where \( \tau^* \) is given by (4.3).

**Corollary 5.9.** If \( 0 < p \leq 1 \), then the positive equilibrium \( \bar{y} \) of (5.6) is globally asymptotically stable for all \( n > 1 \) and \( R_0 > 1 \).
Proof. We have to show that

\[ (R_0 - 1)R_0^{\frac{n}{n-\tau}} \leq \frac{1}{n} + \frac{1}{n}. \]

Define the map \( w : (0, \infty) \to \mathbb{R} \) by \( w(x) = (x - 1)x^{n/(1-n)}, \ x > 1 \). It is easy to check that \( w \) has a global maximum given by \( w(n) = (n - 1)n^{n/(1-n)} \). Hence,

\[ (R_0 - 1)R_0^{\frac{n}{n-\tau}} \leq (n - 1)n^{n/(1-n)} = \frac{1}{n} \frac{1}{n^{n-\tau}} < \frac{1}{n} \frac{1}{n^{n-\tau}} + \frac{1}{n} \frac{1}{n^{n-\tau}}, \]

which proves (5.11). \( \square \)

As in our second application, we can plot the stability diagrams for (5.6) showing the role of the different parameters. While the diagram \((p, \tau)\) is not substantially different from Figure 3, we find an interesting new feature for the stability charts involving the reproduction number \( R_0 \). In Figure 8, we plot them for \( n = 2 \). In contrast with Figure 4, for a given value of \( p \) or \( \tau \), we can ensure the global absolute stability of \( \bar{y} \) for all values of \( R_0 > 1 \) sufficiently close to 1. Thus, in some sense, we can affirm that the endemic bubble has a global character, which means that the equilibrium \( \bar{y} \) loses its global stability, becomes unstable, and regains its global stability as \( R_0 \) is increased. We notice that for \( n = 2 \) the endemic equilibrium \( \bar{y} \) of (5.6) is globally stable for all values of \( \tau \) and \( R_0 \) if \( p < \sqrt{3} \), so an endemic bubble is only possible for \( p > \sqrt{3} \). In Figure 9, we show a bubble for \( n = 2, p = 2, \) and \( \tau = 10 \) in (5.6). We plotted it in the same way as for Figure 5.

![Figure 8. Two-parameter stability diagrams for (5.6) with \( n = 2 \). Left: for fixed \( p = 2 \), dependence on the reproduction number \( R_0 \) and time delay \( \tau \). Right: for fixed \( \tau = 10 \), dependence on the reproduction number \( R_0 \) and the response strength \( p \). In both cases, region \( I_1 \), determined by condition (5.7), corresponds to the absolute global stability of \( \bar{y} \); \( \bar{y} \) is locally asymptotically stable in \( I_2 \); and \( \bar{y} \) is unstable in \( I_3 \).](image-url)

6. Conclusion. There have been many attempts in the disease modeling literature to incorporate the behavioral response of the members of a population to an epidemic into compartmental models, usually by modifying the transmission rate by a density-dependent factor. In this paper, we considered an SIS model with a very general reduction function \( h \) (also called a media function in some studies), imposing only some natural hypotheses \( (H) \), but assuming an explicit reaction delay in this response term. Then we obtain the delay differential equation (2.3), where the product...
Reproduction number, \( R_0 \)

Infected population, \( y \)

Fig. 9. Bifurcation diagram for (5.6) displaying an endemic bubble. In region \( A_1 \) \((R_0 < 1)\), the disease-free equilibrium 0 is globally stable; in regions \( A_2 \) \((1 < R_0 < 4/3)\) and \( A_4 \) \((R_0 > 4)\), the endemic equilibrium \( \bar{y} \) is globally stable; in region \( A_3 \) \((4/3 < R_0 < 4)\), \( \bar{y} \) is asymptotically stable for \( R_0 < R^*_1 \approx 1.753 \), and \( R_0 > R^* \approx 3.629 \), while for \( R_0 \in (R^*_1, R^*) \), \( \bar{y} \) becomes unstable and there are sustained oscillations (we plot the minimum and the maximum values of the limit cycle for each value of \( R_0 \)). The equation undergoes two Hopf bifurcations at \( R_0 = R^*_1 \) and \( R_0 = R^* \).

of delayed and nondelayed terms appears. We show that if the basic reproduction number \( R_0 \) is less than or equal to one, then the disease will be eradicated, while for \( R_0 > 1 \) it uniformly persists and a unique endemic equilibrium exists, regardless of the time delay \( \tau \) or the specific form of the response function. More interestingly, we found various dynamics for \( R_0 > 1 \). Characterized by the properties of \( h \) (see condition (4.2)), it is possible that the endemic equilibrium is stable for all values of \( R_0 \) and \( \tau \), thus giving the usual simple picture as in Figure 1 (a) or Figure 2. In other cases, considering \( R_0 \) as a bifurcation parameter, we experience the loss of stability of the endemic equilibrium as \( R_0 \) increases, and a branch of periodic orbits emerges via a Hopf-bifurcation.

The most remarkable feature is that for large \( R_0 \), the endemic equilibrium always regains its stability and the periodic oscillation disappears, forming an interesting structure in the bifurcation diagram that we call (motivated by [9]) an endemic bubble; see Figures 5 and 9. To explore this phenomenon in detail, we considered the four most typical one-parameter families of reduction functions \( h(y) = 1 - py, \ h(y) = 1 - y/(p + y), \ h(y) = \exp(-py), \ h(y) = 1/(1 + (py)^n) \), each family being parametrized by a response strength \( p \). We visualized the stability charts in terms of the relevant parameters \( p, \tau, \) and \( R_0 \), which reveals the nonmonotonic nature of the stability boundaries (see Figures 4 and 8), which leads to the bubbling effect. In addition, we have proved several global attractivity results for the endemic equilibrium. We note that, instead of the usual comparison techniques or Lyapunov functions, here we employed a technique for relating the delay differential equation to a discrete dynamical system, which is a novel application in the context of disease transmission models.

The estimates in Theorem 3.1 provide us an explicit lower and upper bound for the bubble, while by the stability results we can locate the bubble in the parameter space. More precise estimates and the finer structure of the bubble can be an interesting subject of further research (cf. [9]). The biological interpretation of the appearance of such a bubble is not immediately clear. We can give the following
intuitive explanation: when $R_0$ is small, then the density of the infection remains at a low level, and thus the population does not react very strongly. The slope of $h$ represents how strong the reaction is to a small perturbation from the equilibrium state. For larger $R_0$, the endemic equilibrium is increased as well, and the population reduces the transmission rate, inducing oscillations by this delayed negative feedback. For very large $R_0$, however, the endemic equilibrium will be so large that individuals already reduced their transmission rates as much as they can, and further reduction is not feasible, resulting in a stable equilibrium. These properties are encoded into the shape of $h$.

A striking consequence of our results is the possibility of the following scenario: imagine that the system is beyond the bubble, for example, $R_0 = 4$ in the situation depicted in Figures 5 and 9. Then, after reducing the reproduction number by some other means, the system can move into the oscillatory regime with a high amplitude, so that the number of infected individuals can increase temporarily (and unexpectedly) to a higher level than it was before reducing $R_0$. On the other hand, it is possible that the minimum of the oscillatory solution goes near zero (such a situation can be seen in Figure 5 when $R_0 \approx 2$), and in this scenario a relatively small intervention (for example, isolating all infected individuals, when there are not too many of them), if applied at the right time, has the potential to eradicate the disease even if $R_0$ is larger than one.
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