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The demands on learners and thus education systems are evolving fast. In the past, education was about teaching people something. Now, it’s about making sure that students develop a reliable compass and the navigation skills to find their own way through an increasingly uncertain, volatile and ambiguous world. These days, we no longer know exactly how things will unfold, often we are surprised and need to learn from the extraordinary, and sometimes we make mistakes along the way. And it will often be the mistakes and failures, when properly understood, that create the context for learning and growth. A generation ago, teachers could expect that what they taught would last a lifetime for their students. Today, teachers need to prepare students for more rapid economic and social change than ever before, for jobs that have not yet been created, to use technologies that have not yet been invented, and to solve social problems that we don’t yet know will arise.

The dilemma for educators is that the kind of skills that are easiest to teach and easiest to test, are also the skills that are easiest to digitise, automate and outsource. There is no question that state-of-the-art disciplinary knowledge will always remain necessary. Innovative or creative people generally have specialised skills in a field of knowledge or a practice. And as much as “learning to learn” skills are important, we always learn by learning something. However, success in life and work is no longer mainly about reproducing content knowledge, but about extrapolating from what we know and applying that knowledge in novel situations. Put simply, the world no longer rewards people just for what they know – Google knows everything – but for what they can do with what they know. Problem solving is at the heart of this, the capacity of an individual to engage in cognitive processing to understand and resolve problem situations where a method of solution is not immediately obvious.

Conventionally our approach to problems in schooling is to break them down into manageable pieces, and then to teach students the techniques to solve them. But today individuals create value by synthesising disparate parts. This is about curiosity, open-mindedness, making connections between ideas that previously seemed unrelated, which requires being familiar with and receptive to knowledge in other fields than our own. If we spend our whole life in a silo of a single discipline, we will not gain the imaginative skills to connect the dots, which is where the next invention will come from.

Perhaps most importantly, in today’s schools, students typically learn individually and at the end of the school year, we certify their individual achievements. But the more interdependent the world becomes, the more we rely on great collaborators and orchestrators who are able to join others to collaboratively solve problems in life, work and citizenship. Innovation, too, is now rarely the product of individuals working in isolation but an outcome of how we mobilise, share and link knowledge. So schools now need to prepare students for a world in which many people need to collaborate with people of diverse cultural origins, and appreciate different ideas, perspectives and values; a world in which people need to decide how to trust and collaborate across such differences; and a world in which their lives will be affected by issues that transcend national boundaries. Expressed differently, schools need to drive a shift from a world where knowledge is stacked up somewhere depreciating
rapidly in value towards a world in which the enriching power of collaborative problem-solving activities is increasing.

These shifts in the demand for knowledge and skills are well understood and documented, and to some extent they are even intuitive. Not least, many school curricula highlight the importance of individual and social problem-solving skills. And yet, surprisingly little is known about the extent to which education systems deliver on these skills. This is not just because school subjects continue to be shaped by traditional disciplinary contexts. It is also because educators have few reliable metrics to observe the problem-solving skills of their students - and what doesn’t get assessed doesn’t get done.

The OECD Programme for International Student Assessment (PISA) sought to address this. Its 2012 assessment contained the first international metric of individual problem-solving skills and the 2015 assessment took this further, assessing collaborative problem-solving skills. The results turned out to be extremely interesting, in part because they showed that strong problem-solving skills are not an automatic by product of strong disciplinary knowledge and skills. For example, Korea and Japan, which both did very well on the PISA mathematics test, came out even stronger on the PISA assessment of problem-solving skills. In contrast, top mathematics performer Shanghai did relatively less well in problem solving. Such results suggest that it is worth educators devoting more attention to how problem-solving skills are developed both in disciplinary and cross-disciplinary contexts.

But while problem solving is a fairly intuitive and all-pervasive concept, what has been missing so far is a strong conceptual and methodological basis for the definition, operationalisation and measurement of such skills. This book fills that gap. It explores the structure of the problem-solving domain, examines the conceptual underpinning of the PISA assessment of problem solving and studies empirical results. Equally important, it lays out methodological avenues for a deeper analysis of the assessment results, including the study of specific problem-solving strategies through log-file data.

In doing so, the book provides experts and practitioners with the tools to better understand the nature of problem-solving skills but also with a foundation to translate advanced analyses into new pedagogies to foster better problem-solving skills.

Andreas Schleicher

Director for Education and Skills
Special Advisor to the Secretary-General
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Chapter 8

Empirical study of computer-based assessment of domain-general complex problem-solving skills

By
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Maison des Sciences Humaines, Université du Luxembourg, Luxembourg.

Sascha Wüstenberg
TWT GmbH Science & Innovation, Germany.

and Andreas Fischer
Forschungsinstitut Betriebliche Bildung (f-bb), Nuremberg, Germany.

This study reviews the results of a recent project on problem solving. Taking a developmental and structural perspective, it contrasts static, paper-and-pencil tests with interactive, technology-based tests of thinking skills, with a special reference to reasoning skills including knowledge acquisition, knowledge application, and transfer of knowledge. Hungarian students aged 11 to 17 completed problem-solving tests in static scenarios (assessing domain-specific problem-solving skills from maths and science) and in interactive scenarios (assessing domain-general complex problem-solving skills). The students were also assessed for inductive reasoning and fluid intelligence, both by first generation tests. This chapter uses the results to elicit evidence for the development of dynamic problem solving and for the relationship between those 21st-century skills. Finally, it discusses the possibility of using traditional static tests to predict performance in third generation tests measuring dynamic problem solving.
Introduction

How can we assess knowledge and skills essential in the 21st century? Can we predict students’ performance in so-called “third generation” tests that measure, for instance, dynamic problem solving skills, from their performance in traditional, static and more academic testing situations (so-called “first generation” tests)? How do problem-solving skills develop over time, especially the skills involved in coping with interactive and dynamically changing problems? Are students ready for third generation testing or do they prefer first and second generation tests?

The assessment of 21st-century skills has to provide students with an opportunity to demonstrate their skills related to the acquisition and application of knowledge in new and unknown problem situations. These are the skills needed in today’s society, characterised as it is by rapid change, where the nature of applicable knowledge changes frequently and specific content becomes quickly outdated (de Koning, 2000). There are three ways to assess 21st-century skills. First, they can be measured through traditional approaches using first generation tests – with designs based closely on existing static paper-and-pencil tests, such as the typical tests of domain-specific problem-solving skills. Second, they can be measured with second generation tests using new formats, including multimedia, constructed response, automatic item generation and automatic scoring tests (Pachler et al., 2010). Finally, they can be assessed through third generation tests which allow students to interact with complex simulations and dynamically changing items, dramatically increasing the number of ways they can demonstrate skills such as the domain-general dynamic problem solving skills in the study presented below. All three approaches are relevant to avoid methodological artefacts, since measurement of a thinking skill always involves reference to general mental processes independent of the context used (Ericson and Hastie, 1994).

In this chapter we take a developmental and a structural perspective to elaborate on technology-based assessment, contrasting static, paper-and-pencil tests with interactive, technology-based tests of thinking skills, with special reference to reasoning skills including knowledge acquisition, knowledge application and transfer of knowledge. We synthesise research related to identifying 21st-century skills, including these skills, both in static tests assessing domain-specific problem solving (DSPS) and in interactive scenarios assessing domain-general dynamic problem solving (DPS). We elicit evidence for the development of these domain-general 21st-century skills measured by a third generation test, and for the relationship between those skills and more domain-specific static problem-solving skills measured by first generation tests, inductive reasoning (IR) and fluid intelligence, which is considered a “hallmark” indicator of the general g factor (intelligence), both of which are also measured by first generation tests. Finally, we discuss the possibility of predicting performance in third generation tests of DPS from performance in traditional, static testing situations.

Technology-based assessment and new areas of educational assessment

Information and communication technologies have fundamentally changed the possibilities and the process of educational assessment. Research and development in technology-based assessment (TBA) go back three decades. In the 1990s the focus was on exploring the applicability of a broad range of technologies from the most common, widely available computers to the most expensive, cutting-edge technologies for assessment purposes (Baker and Mayer, 1999). A decade later, large-scale international assessments were conducted to explore the potential and the implementation of TBA, such as the National Assessment of Educational Progress (NAEP), the Programme for International Student Assessment (PISA), and the Progress in International Reading Literacy Study (Csapó et al., 2012; Fraillon et al., 2013; OECD, 2010, 2014a) with the aim of replacing traditional paper-and-pencil test delivery with assessments exploiting the manifold advantages of computer-based delivery.
The predominant subject of these studies was to compare the results of paper-and-pencil and computer-based assessments of the same construct (Kingston, 2009; Wang et al., 2008). The instruments studied were mostly first and third generation tests (Pachler et al., 2010). As technology has become more ubiquitous over the past decades, familiarity with computers (Mayrath, Clarke-Midura and Robinson, 2012) and test mode effects should no longer be much of an issue (Way, Davis and Fitzpatrick, 2006). In the last five years computer-based assessment has opened doors to exploring features not yet studied, such as domain-general dynamic problem-solving skills. This required the development of third generation tests that did not rely on standard, multiple-choice item formats (Ripley et al., 2009; Greiff, Wüstemberg and Funke, 2012; Greiff et al., 2014; OECD, 2014b). Finally, a relatively recent development is the online assessment of group processes in place of individual assessments, for example projects by the Assessment and Teaching of 21st Century Skills (ATC21S); Griffin, McGaw and Care (2012); PISA; National Assessment and Testing; Hesse et al. (2015); and the OECD (2013).

From static to dynamic problem solving with reference to reasoning skills

Reasoning is one of the most general thinking skills (Pellegrino and Glaser, 1982; Ropo, 1987) and often understood as a generalised capability to acquire, apply and transfer knowledge. It is related to, and the strongest component of, almost all higher-order cognitive skills and processes (Csapó, 1997), such as general intelligence (Klauer and Phye, 2008) and problem solving (Gentner, 1989; Klauer, 1996). In connection with reasoning, problem-solving skills have been extensively studied from different perspectives over the past decade, as they involve the ability to acquire and use new knowledge, or to use pre-existing knowledge in order to solve novel (i.e. non-routine) problems (Sternberg, 1994). Studies into the different approaches have showed the need to distinguish between domain-specific and domain-general problem-solving skills (Sternberg, 1995).

One of the arguably most comprehensive international large-scale assessments, the PISA survey, places special emphasis on DSPS and DPS processes. It measured DSPS in 2003 and DPS in 2012 as an additional domain beyond the usual fields of reading, science and mathematics (OECD, 2005, 2010, 2013; Greiff, Holt and Funke, 2013; Fischer et al., 2015). Here, problem solving was seen as a “cross-curricular” domain.

In DSPS situations, problem solvers need to combine knowledge acquired in and out of the classroom to reach the desired solution by retrieving and applying previously acquired knowledge in a specific domain. In this study, we treat DSPS as a process of applying domain-specific – mathematical and scientific – knowledge in three different types of new situations: 1) complete problems, where all necessary information to solve the problem is given at the outset; 2) incomplete problems relying on missing information that students are expected to have learnt at school; and 3) incomplete problems relying on missing information that was not learnt at school (see Molnár, Greiff and Csapó, 2013).

In contrast, DPS tasks require an additional series of complex cognitive operations (Funke, 2010; Raven, 2000) beyond those involved in DSPS tasks (e.g., Klieme, 2004; Wüstemberg, Greiff and Funke, 2012). In DPS tasks, students have to directly interact with a problem situation which is dynamically changing over time and use the feedback provided by the computer to acquire and apply new knowledge (Fischer, Greiff and Funke, 2012; Funke, 2014). This measures the competencies of knowledge acquisition and knowledge application.

Recent analyses provide evidence for the relation between domain-specific static and domain general-dynamic problem solving, especially between the acquisition and application of academic and non-academic knowledge; and their relation to general mental abilities.
Aims

The objective of the study described here is to review the results of a recent project on DPS (see Greiff et al., 2013; Molnár, Greiff and Csapó, 2013a, 2013b; Wüstenberg et al., 2012). We thus intend to answer five research questions:

1) Can DPS be better modelled as a two-dimensional construct with knowledge acquisition and knowledge application as separate factors than as a one-dimensional construct with both dimensions subsumed under one factor?

2) Can DPS be shown to be invariant across different grades implying that differences in DPS performance can be validly interpreted?

3) How does DPS develop over time during public education in different school types?

4) What is the relationship between DPS, DSPS and IR and do these relationships change over time?

5) Can we predict achievement in DPS (measured by a third generation test) by performance in more traditional testing situations (DSPS, IR and intelligence) assessing thinking skills including problem solving?

Methods

Sample

The samples of the study were drawn from 5th to 11th grade students (aged 11 to 17) in Hungarian primary and secondary schools. There were 300 to 400 students in each cohort. One-third of the secondary school students (9th to 11th grade) were from grammar schools, with the rest from vocational schools. Some technical problems occurred during online testing resulting in completely random data loss. Participants who had more than 50% of data missing (316 students) were excluded from the analyses. The final sample for the analyses contained data from 788 students.

Instruments

The instruments of the study include tests of DPS, DSPS, IR, fluid reasoning (an important indicator of intelligence) and a background questionnaire. One comprehensive version of the DPS test was used regardless of grade. The test consisted of seven tasks created following the MicroDYN approach (see Greiff, et al., 2013; Chapter 6). In the first stage, participants were provided with instructions including a trial task. Subsequently, students had to explore several unfamiliar systems, in which they had to find out how variables were interconnected and draw their conclusions in a situational model (knowledge acquisition; Funke, 2001). In the final stage, they had to control the system by reaching given target values (knowledge application; see Greiff et al., 2013).

Three versions of the DSPS test were used with different levels of item difficulty, which varied by school grade. The test versions contained anchor items allowing performance scores to be represented on a single scale in each case. Approximately 80% of the 54 DSPS items were in multiple-choice format, the remaining items were constructed-response questions and all of the problems presented information in realistic formats. The DSPS test comprised three types of problems: 1) problems where all the information needed to solve the problem was given at the outset (knowledge application); 2) incomplete problems requiring the use of additional information previously learnt at school as part of the National Core Curriculum (knowledge application and knowledge transfer); and finally 3) incomplete problems requiring the use of additional information that had not been learnt at school and needed to be retrieved from real-life knowledge (knowledge application, knowledge transfer and knowledge creation; see Molnár et al., 2013a). The presentation
of the DSPS problems looked similar in all three versions of the test. The left-hand column presented information in realistic formats (such as a map, picture or drawing) and on the right was a story of a family trip or a class excursion and a prompt students to solve problems (e.g., using the information provided and supplementing it with school knowledge) as they would arise during the trip” (Figure 8.1). All of the problems needed domain-specific knowledge from the field of mathematics or science to solve.

Figure 8.1 Example of tasks in the domain-specific problem-solving test

The next morning, four of my friends came over. By 11, we were really hungry, so we ordered pizza. Anna and Julie asked for a ham pizza, which they ate between them. The boys each ordered a small mushroom pizza, and I went for a medium Mexican pizza. How much did all this cost?

A. F13,860  B. F13,570
C. F13,750  D. F12,460

When the pizzas were delivered, we got a coupon for 20% off our next order. My parents thought our lunch smelled so good that they decided to get some pizza too. So Dad took the coupon, got into the car and brought back a Stuart Little pizza in the largest size for himself and a pineapple pizza one size smaller for mum. How much money did Dad need to take to the pizzeria?

A. F13,400  B. F13,700
C. F12,100  D. F12,400

It all worked out nicely for them in the end!

Source: Molnár et al. (2013a), “Inductive reasoning, domain specific and complex problem solving: Relations and development”.

The IR test comprised both open-ended and multiple-choice items. It was divided into three subtests: number analogies (14 items) and number series (16 items) embedded in mathematical contexts, and verbal analogies (28 items; see Csapó, 1997; Figure 8.2).

The Culture Fair Test 20-R (CFT) test was used for measuring students’ fluid intelligence, which is according to state-of-the-art intelligence theories such as the Cattell–Horn–Carroll theory one of the most important indicators and markers of g (Weiß, 2006), the core of intelligence (Carroll, 2003). It consisted of 4 subscales with 56 figural items.

The background questionnaire contained questions regarding students’ socio-economic background, academic achievement, school subject attitudes and parental education.

Figure 8.2 Example of tasks in the inductive reasoning test

Verbal analogies

CHAIR : FURNITURE = DOG : ?
a CAT  b ANIMAL  c SPANIEL  d TABLE  e DOGHOUSE

Number analogies

20→32 :: 8→20 :: 11→____

Note: The original items were in Hungarian.

Source: Molnár et al. (2013a), “Inductive reasoning, domain specific and complex problem solving: Relations and development”.
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Procedure

The tests were completed in four sessions, each lasting approximately 45 minutes. In Session 1, students worked on the DPS test. In Session 2 students had to complete the DSFS test, in Session 3 they completed the intelligence test (CFT) and in Session 4 an IR test and the background questionnaire.

The online data collection was carried out by means of the TAO platform over the Internet. The testing took place in the computer labs of the participating schools, using existing computers and preinstalled browsers.

Confirmatory factor analyses (CFA) were applied to test the underlying measurement model of DPS (research question 1). A weighted least squares mean and variance adjusted (WLSMV) estimator and theta parameterisation were used to estimate model parameters, since all items were scored dichotomously (Muthén and Muthén, 2010). Tucker-Lewis Index (TLI), comparative fit index (CFI), and root mean square error of approximation (RMSEA) were proposed to assist in determining model fit (see Vandenberg and Lance, 2000). Nested model comparisons were conducted using the DIFFTEST procedure (Muthén and Muthén, 2010). All measurement models were computed with Mplus (Muthén and Muthén, 2010).

Measurement invariance was tested by multigroup analyses (MACS) within the structural equation modelling (SEM) approach (research question 2). The testing procedure for categorical data involves a fixed sequence of model comparisons (Vandenberg and Lance, 2000), testing three different levels of invariance (configural invariance, strong factorial invariance and strict factorial invariance) by comparing measurement models from the least to the most restrictive model (for more detail see Greiff et al., 2013).

Rasch’s model was used for scaling the data, and then linear transformation of the logit metric was chosen. The means of 8th graders were set to 500 with a standard deviation of 100 (research question 3). A four-parameter logistic equation was used for the curve fitting procedures to estimate development. A coefficient of determination (R²) was computed to express how well the model described the data (see Molnár et al., 2013a). SEM was also used to examine the direct and indirect effects between DPS, DSFS, IR and intelligence (research questions 4 and 5).

Results

Descriptive statistics

Internal consistencies across the DPS, DSFS, IR and CFT tests were generally high (DPSα = .92; DSFSα = .73, .82, .65; IRα = .95; CFTα = .88, respectively; see Molnár et. al., 2013a and Greiff et al., 2013). However, there was a noticeable drop in reliability in the DSFS test used in grades 9 to 11 (Level 3) down to .65. Grade-level analyses reveal increased probability of measurement error among 9th and 10th grade students, whereas the reliability of the same test among 11th grade students (DSFSα = .72) proved to be higher (see Molnár et al., 2013a). For this reason, we included only the data for 5th to 8th grade and 11th grade students in all further analyses of DSFS.

Dimensionality of dynamic problem solving

The two-dimensional model of DPS measured by MicroDYN includes knowledge acquisition and knowledge application as separate factors. This was compared to a one-dimensional model that combined both dimensions under one general factor. In accord with our theoretical hypothesis, a two-dimensional model of DPS showed a better fit than a one-dimensional one ($\chi^2$-difference test: $\chi^2 = 86.121; df = 1; p < .001$). Fit indices were significantly better in the two-dimensional model (Table 8.1; see Greiff et al., 2013). In summary, this provided empirical support for the theoretically derived two-dimensional model of knowledge acquisition and knowledge application in DPS.
Table 8.1 Goodness of fit indices for testing dimensionality of the dynamic problem solving model

<table>
<thead>
<tr>
<th>Model</th>
<th>$\chi^2$</th>
<th>df</th>
<th>p</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>2 dimensional model</td>
<td>164.06</td>
<td>53</td>
<td>.001</td>
<td>.967</td>
<td>.978</td>
<td>.050</td>
</tr>
<tr>
<td>1 dimensional model</td>
<td>329.35</td>
<td>52</td>
<td>.001</td>
<td>.912</td>
<td>.944</td>
<td>.079</td>
</tr>
</tbody>
</table>

Note: df = degrees of freedom; CFI = comparative fit index; RMSEA = root mean square error of approximation; TLI = Tucker-Lewis Index.

Measurement invariance of the domain-general dynamic problem-solving instrument

In order to test measurement invariance of DPS, we tested configural invariance, strong factorial invariance and strict factorial invariance and compared the measurement models. All measurement models yielded a good fit as indicated by CFI, TLI and RMSEA (Table 8.2; CFI, TLI > .95; RMSEA < .06).

Neither the strong factorial invariance nor the strict factorial invariance models differed significantly from the configural invariance model, implying that measurement invariance was maintained ($\Delta$CFI < .01 and non-significant $\chi^2$-difference test, Table 2).

Table 8.2 Goodness of fit indices for measurement invariance of DPS in the MicroDYN approach

<table>
<thead>
<tr>
<th>Model</th>
<th>$\chi^2$</th>
<th>df</th>
<th>$\Delta \chi^2$</th>
<th>$\Delta df$</th>
<th>p</th>
<th>CFI</th>
<th>TLI</th>
<th>RMSEA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Configural inv.</td>
<td>161.04</td>
<td>104</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>.975</td>
<td>.975</td>
<td>.051</td>
</tr>
<tr>
<td>Strong fact.inv.</td>
<td>170.10</td>
<td>115</td>
<td>22.29</td>
<td>23</td>
<td>&gt;.10</td>
<td>.976</td>
<td>.982</td>
<td>.047</td>
</tr>
<tr>
<td>Strict fact.inv.</td>
<td>165.82</td>
<td>116</td>
<td>53.15</td>
<td>43</td>
<td>&gt;.10</td>
<td>.978</td>
<td>.983</td>
<td>.045</td>
</tr>
</tbody>
</table>

Note: fact.inv. = factorial invariance; df = degrees of freedom; CFI = comparative fit index; RMSEA = root mean square error of approximation; TLI = Tucker-Lewis Index. Nested model comparisons (computing $\Delta \chi^2$) were conducted using the DIFFTEST procedure, a special $\Delta \chi^2$ difference test (see Muthén and Muthén, 2010).

As the DPS was measured as invariant, mean differences across groups attending different grades could be interpreted as true differences in the underlying DPS skills and were not due to psychometrical issues (Byrne and Stewart, 2006). This allowed us to make valid direct comparisons of skill levels between students and between classes and investigate the development of DPS in research question 3.

Development of domain-general dynamic problem solving

The features of developmental tendencies of DPS were in line with the findings of previous studies regarding thinking skills, (e.g., Adey et al., 2007) such as problem solving (Molnár et al., 2013a), and follow a regular developmental trend. The development spans several years and can be described with a logistic curve that fitted the empirical data adequately ($R^2 = .91$; see Figure 8.3). The fit was perfect ($R^2 = 1.00$) if we excluded 6th grade students from the analyses. The behaviour of 6th grade students calls for further study because the currently available empirical data do not account for this phenomenon.

The fastest growth, the point of inflexion, was observed in 7th grade (at the age of 12.8), offering opportunities for training in DPS. This is the sensitive period for stimulation, since the enhancement of thinking skills is most effective when “students’ development is still in progress, especially when they are in a fast-growing phase” (Molnár et al., 2013a). All in all, elementary school students from 5th to 8th grade showed noticeable development in DPS; fostering DPS could be very efficient during this period. This trend seemed to change after 8th grade, when development slowed down. However,
extrapolation of the fitted logistic curves indicated that substantial development took place before 3rd grade and some improvement can also be expected after 11th grade (Figure 8.3).

Looking at the analyses of the different school types, the coefficient of determination decreased in the case of vocational school \((R^2 = .72)\) and increased \((R^2 = .96)\) for grammar school data. The slope and maximum of the developmental curve changed notably after primary school. Even the 9th graders in grammar schools performed better than 11th graders in vocational schools, and 11th graders in vocational schools performed worse than 8th graders in elementary schools. The performance differences \((t = -8.59, p < .01)\) between vocational and grammar school students proved to be stable over time (Figure 8.4; Molnár et al., 2013b).

---

**Figure 8.3 Developmental curve of dynamic problem solving**

![Developmental curve of dynamic problem solving](image)


**Figure 8.4 Developmental curve of dynamic problem solving by school type**

![Developmental curve of dynamic problem solving by school type](image)

The relationship between inductive reasoning, intelligence, domain-specific and domain-general dynamic problem solving

The bivariate correlations between inductive reasoning, DSPS and DPS were similar to those between intelligence, DSPS and DPS. All of them were moderate ranging from .35 to .49 (Figure 8.5). The relationships proved to be similar between IR and either DSPS or DPS ($r = .43$ and $.44$, $p < .01$, respectively) and between intelligence and DSPS ($r = .49$, $p < .01$). They were significantly stronger ($z = 1.80, p < .05$) than the correlation between DSPS and DPS ($r = .35$, $p < .01$) or between intelligence and DPS ($r = .38$, $p < .01$). The relationship between IR and intelligence, measuring inductive reasoning skills (e.g. generalisation, discrimination) in academic and in figural content, respectively, proved to be the strongest ($r = .53$, $p < .01$).

Partial correlations were significantly lower as all bivariate relationships were influenced by the third construct, that is, either DPS; DSPS, or reasoning/intelligence ($r_{ir, DSPS} = .26; r_{ir, DPS} = .33; r_{DSPS, DPS} = .26$, $r_{CFT, DSPS} = .40; r_{CFT, DPS} = .26; p < .01$ respectively).

To analyse the stability of these processes, three different cohorts were selected and analysed separately: $5^{th}$ graders, whose skills showed some development, but who had not yet entered the fast-growing phase, $7^{th}$ graders, who were in the fast-growing developmental phase regarding DPS and $11^{th}$ graders, who had left behind the fast-growing phase and were approaching the end of compulsory education. The correlation patterns showed instability across the three cohorts as they proved to be more homogeneous within grades than across grades. The strengths of the correlations of any two constructs were not generally influenced by the third construct (see Molnár et al., 2013a).

Figure 8.5 Correlations between inductive reasoning, intelligence, domain-specific and domain-general problem solving

Note: All coefficients are significant at $p < .01$; partial correlations are depicted as dotted lines. IR: inductive reasoning; CFT: culture-fair test of intelligence; DSPS: domain-specific problem solving; DPS: domain-general problem solving.

Source: Molnár et al. (2013a).

On the whole, the correlation between DPS and IR was the highest and the most stable over time. It was not due to students’ level of DSPS skills. A possible explanation for this phenomenon could be that the basic mechanisms of IR, such as finding similarities and dissimilarities, or generating rules based on observation, are also the basic cognitive processes involved in DPS.

The relationship between DPS and DSPS became stronger (from no significant correlation to moderate but significant correlation) over time. This can be explained by the fact that the strategies
used in DSPS and DPS situations become more similar, the mechanisms involved getting closer, over time. Older students have more opportunities to acquire and apply knowledge in a self-regulated way so DPS may be a prerequisite to DSPS. DSPS – if it is embedded in a domain-specific context as in our study – is based on knowledge application, whereas DPS – as captured in the MicroDYN approach – is a prerequisite to gaining and applying new knowledge.

**The predictive power of first generation tests measuring thinking skills on DPS**

The analysis regarding DSPS and DPS indicated a moderate correlational relationship between performance in static domain-specific and performance in domain-general dynamic problem solving environments (see research question 4). Thus, we could conclude that more traditional first generation tests of problem solving (DSPS) could predict performance in third generation tests of problem solving (DPS) and the other way around in a synchronised manner. To analyse the causal and one-way predictive force of first generation tests on third generation tests, SEM analyses are needed.

In the first, simplest SEM model, DPS measured by a third generation test was regressed on DSPS assessed by a first generation static test. The measurement model showed a good fit for the overall sample (CFI = 1.00, TLI = 1.00, RMSEA = .00). The standardised path coefficient was $\beta = .33$. A significant amount of variance remained unexplained.

In the second model, DSPS and CFT were used as predictors for DPS. The measurement model still showed a good fit for the overall sample (CFI = 1.00, TLI = 1.00, RMSEA = .00). The standardised path coefficients were .19 for DSPS and .29 for CFT/intelligence. That is, DSPS predicted performance in DPS beyond CFT. However, a significant amount of variance still remained unexplained and path coefficients were only moderately high.

In the third model, DPS was regressed on DSPS, CFT and IR. The standardised path coefficients dropped (to .13, .18 and .26 respectively), indicating the role of IR in the predictive power of DPS. The fit of the measurement model was good. A significant amount of variance remained unexplained in this model as well. Accordingly – knowing the limitations of the analyses, namely that although the tests measure problem solving, they do not measure the same construct in a strict sense (see above) – it is possible to predict performance in dynamic problem solving, from performance in traditional, static tests of DSPS, IR or intelligence, but the power of prediction is limited.

Thus, third generation tests are designed to require more cognitive skills and therefore additional aspects of problem solving that are relevant in today's life but are not captured by classical first generation tests of domain-specific skills.

**Discussion**

Our aim was to review the results of a recently conducted project that investigated different thinking skills and their relevance in educational settings (see Greiff et al., 2013; Molnár et al., 2013a, 2013b). We concentrated on dynamic problem solving, which we approached from an assessment perspective. We analysed its dimensionality and measurement invariance, and tested how it is influenced by other cognitive constructs such as domain-specific problem solving, fluid intelligence and reasoning assessed by domain-specific problem solving, the Culture Fair Test and inductive reasoning tests in an educational context.

Generally, the results of the study provided support for a view of DPS as a set of indispensable skills for the 21st century having relevance to educational settings from a developmental perspective. Our analysis shows that DPS can be better understood as involving two factors, knowledge acquisition and knowledge application, rather than subsuming both dimensions under one factor. DPS proved to be measurement invariant across different school grades, implying that differences in DPS
performance can be validly interpreted. DPS developed following a regular trend, spanning several years of compulsory schooling, and the development curve varied across different school types. The correlations between DPS, DSPS, and IR were moderate and changed over time, as did those between DPS, DSPS and intelligence. With some limitations, it was possible to predict performance in dynamic problem solving measured by a third generation test by performance in traditional, static testing situations assessing thinking skills including problem solving (see also Fischer et al., 2015).

**Dimensionality**

More specifically, the MicroDYN approach gave students the opportunity to demonstrate their level of skills regarding both acquiring and applying knowledge. This confirmed previous research results reporting substantial but not perfect correlations between knowledge acquisition and knowledge application (e.g. Bühner et al., 2008; Kröner et al., 2005; Wüstenberg et al., 2012) regarding problem solving, which was identified by Mayer and Wittrock (2006) and confirmed to be significant by PISA (OECD, 2010, 2014b). Our result corroborated the hypothesis that knowledge acquisition is a necessary but not a sufficient condition of knowledge application (Greiff et al., 2013). These are two general and overarching processes of problem representation and solution at a broad level. However, one could object that knowledge acquisition and its application are themselves composed of several secondary processes or skills, each of which may be relevant in educational settings, and that those were neglected in the current study (see Greiff et al., 2013). Future research should address this question and define the components of lower-level processes.

**Invariance**

The measurement of these two dimensions was invariant across the students tested, from 5th to 11th grade. That means individual differences in DPS scores can be interpreted as true differences in the construct allowing direct comparisons of students in different grades and building a DPS scale from 5th grade to 11th grade. Such measurement invariance is a prerequisite for analyses on developmental patterns. However, this does not mean that the two factors of DPS, knowledge acquisition and application, relate to each other in the same way across all grades. Further research is needed to describe the changes in the relationship between knowledge acquisition and knowledge application with respect to DPS across different school grades and into adulthood.

**Development**

The development of DPS took place mostly during the compulsory schooling years, offering an opportunity to explicitly foster this higher-order thinking skill. As the greatest development was observed between 6th and 8th grade, that is the most sensitive and effective period in which to enhance students’ DPS skills (Molnár et al., 2013a). This supports previous research results reporting relatively slow development of thinking skills (see, e.g., Csapó, 1997), and a lack of explicit training (de Koning, 2000; Molnár, 2011). Development occurs spontaneously as a “by-product” of schooling rather than as a result of explicit training (de Koning et al., 2002; Molnár et al., 2013a). Our results also confirm the importance of the elementary school years in the fostering of thinking skills as a possible way of making education more effective (Adye et al., 2007). To achieve this aim in practice, explicit training (Molnár, 2011) or different teaching methods (e.g. Shayer and Adye, 2002) have been suggested and proved to be effective tools.

The developmental curves differed notably after 8th grade in the different school types in the Hungarian school system. Mean performance differences between classes of vocational and grammar school students could be expressed in several developmental years and proved to remain stable over time. This confirmed previous research results showing high performance differences even in non-curriculum-related situations such as DPS, and reporting a drop in performance and motivation in 9th grade test scores, creating a gap between Hungarian vocational and grammar school students.
as a result of the strong selection process after primary school (OECD, 2005; Csapó, Molnár and Kinyó, 2008). Our findings support the claim that the effect of the extreme selectiveness exercised in curriculum-related situations, i.e. when students need to use knowledge acquired at school in order to find the desired solutions, can be detected in more general problem-solving situations as well, when domain-general cognitive processes are needed instead of content knowledge and rote learning (Buchner, 1995; Molnár et al., 2013a). Our results indicated a hypothetical significant role of IR and intelligence in the development of DSPS and DPS.

**Relationships between thinking skills**

The role of IR and intelligence in the development of DSPS and DPS proved to be significant, indicating that IR and intelligence are correlated with, but yet distinct from, the knowledge acquisition and application phase of DPS. As a result of the analyses, it can be assumed that interventions affecting one skill may affect the other as well. For instance, if DPS is fostered, DSPS and IR will be developed indirectly as well. This result draws attention to the importance of developing knowledge acquisition and knowledge application skills that also go along with improved reasoning skills (Hamers, De Koning and Sijsma, 2000; Klauer, 1996), suggesting that together with IR (de Koning, 2000; Resnick, 1987), DPS should become an integral part of school agendas and should be incorporated into a broad range of school-related learning activities. This highlights the importance of developing of special methods to enhance DPS, such as guided discovery, or using DPS tasks as assessment and eventual enhancement tools to foster students’ IR and domain-specific knowledge acquisition and application skills (see Molnár et al., 2013a).

The fact that strength of the relationships between the four thinking skills (IR, intelligence, DSPS and DPS) changed over time signals that good problem solvers somehow learn to know how to solve both DPS and DSPS tasks, or that problem solving strategies used in DSPS situations become more and more similar to the strategies used in domain general DPS problems (see also Fischer et al., 2015). This further emphasises the importance of explicit training of DPS. After a while the same mechanisms, the same knowledge acquisition and application skills are made use of when solving different kinds of problems (Molnár et al., 2013a), while the role of experience and knowledge in specific academic areas for solving problems decreases over time.

**Predictive power of first generation tests**

DPS, as measured with a state-of-the-art third generation test, was predicted by DSPS and intelligence measured by more traditional first generation tests. This confirms the results in research question 4 in general, while some variance remained unexplained. This may point towards the explanation for research question 4 and the results in this study and in the literature, specifically that DPS measures skills not measured by DSPS or intelligence, and predicts performance beyond reasoning in school grades (Wüstenberg et al., 2012). The results highlight once again the importance of DPS and, as a by-product, the importance of third generation testing, since DPS cannot be captured by first generation tests.

The present study contributes to the issue of assessing 21st-century skills by using third generation tests of cross-curricular skills indispensable for successful participation in modern Western society, thus overcoming some of the limitations associated with understanding only specific academic abilities such as reading, writing, and maths. We conclude by emphasising 1) the possibility of using and measuring new constructs by third generation tests; and 2) the potential of thinking skills such as dynamic problem solving as educationally relevant constructs that can and should be fostered over several years during public education. Encouraging the development of knowledge acquisition and knowledge application, that is, enhancing thinking skills relevant for both academic and non-academic contexts, is one of the most important and most challenging educational goals lying ahead.
Notes

1 The same data were used as in Molnár et al. (2013a) and Greiff et al. (2013) but unique analyses were conducted here.
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